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all:
vars:
use apt cache: false

# APT 000000
# [0 /etc/apt/sources. list [JJ apt install [
apt repo:

apt server: "apt.omnitouch.com.au"

apt _repo _username: "your-username"

apt _repo password: "your-password"

# 1000000

# 000 /releases/ (00000
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80

remote apt protocol: "http"
remote apt user: "your-username"
remote apt password: "your-password"
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remote apt port oo 0O 30 Oo00o0o0Oon

remote apt protocol aog o http [JO0Ohttp O https[]

remote apt_user oo oo - 000 HTTP 000000000
remote apt password [J0 [ - 000 HTTP 00000000
(]
0] oo 00 0O 0
use apt cache [ [0 - 0000000000 false
URL (0000000

APT 0000000 /etc/apt/sources. list[][]

deb [trusted=yes] http://{apt repo username}:
{apt repo password}@{apt server}/ noble main

0000000 Ansible get_url 000000

http://{remote apt user}:

{remote apt password}@{remote apt server}:

{remote apt port}/releases/prometheus/node exporter/node exporter-
1.8.1.linux-amd64.tar.gz



joad

1

0000000
{EE?;EDFEIE} —»  [etc/apt/sources.list
remote_apt_* . | | 00000
(00000) /releases/*

00000 HTTP 00000000 APT O0000C0O00000C0O0Vbuntu 0000000 Omnitouch 00000
000000000000000 Ubuntu 000

[0 20000000

0000000000000000000000 APT 0000 Omnitouch 0000000

il

0ooo
(DD €@)




il

000 hosts 0O0OOOOCCOOOO000C

apt cache servers:
hosts:
customer-apt-cache:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:
# UOU00O0OO0O0OROO0O0O0
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "your-username"
remote apt password: "your-password"

all:
vars:
# use apt cache: true # [] apt cache servers 0000000
# apt _repo.apt server: U000 192.168.1.1000000000000
a00ao

e 0000 (192.168.1.100)00 remote apt * [0 apt.omnitouch.com.au:80 []
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APT 0000000 /etc/apt/sources. list[][]

deb [trusted=yes] http://192.168.1.100:8080/noble noble main

0000000 Ansible get_url 000000

http://192.168.1.100:8080/releases/prometheus/node _exporter/node_expc
1.8.1.linux-amd64.tar.gz

0000000000——000 [trusted=yes] APT [0
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1. 0000000 use apt cache: true 0000000
2. 000000000 ansible host IP [0 apt repo.apt server
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apt _cache servers:
hosts:
apt-cache-01:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:
# 000000 Omnitouch OOOOOO
remote apt server: "apt.omnitouch.com.au"
remote apt user: "your-username"
remote apt password: "your-password"
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O0000000000000000 apt_repo.apt server: "192.168.1.100"
00000 http://192.168.1.100:8080/ UO0OON

000000 http://your-username:your-password@apt.omnitouch.com.au/ [
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all:
vars:

use_apt_cache: false # [NII0O00OCOOOCOOO
apt_repo:

apt server: "apt.omnitouch.com.au"

apt _repo_username: "“user"

apt repo password: "pass"
remote apt server: "apt.omnitouch.com.au"

remote apt user: "user"
remote apt password: "pass"
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all:
vars:
use apt cache: false

# APT [JUOU - 000000

apt repo:
apt server: "apt.omnitouch.com.au"
apt _repo _username: "user"
apt repo password: "pass"

# 00000 - 000000

remote apt server: "apt.omnitouch.com.au"
remote apt port: 80

remote apt protocol: "http"
remote apt user: "“user"
remote apt password: "pass"

000 000000 deb [trusted=yes] http://user:pass@apt.omnitouch.com.au/
noble main

00 200 hosts (0000 APT 000000000
0000000000000 Ansible 00/000

apt cache servers:
hosts:
cache-server:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:
# U0000O0OO0O0OROO00O0
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "user"
remote apt password: "pass"

# [0 all: vars: 00000
# JOO0O0O0OO apt cache servers 00
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e 00000000 deb [trusted=yes] http://192.168.1.100:8080/noble noble
main 000000

(00 300 hosts [IO00000C0 APT 000000
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all:
vars:
use apt cache: true

# (0000000000000

apt_repo:
apt _server: "192.168.1.100" # 0000000 IP
apt _repo port: 8080 # 0000000 8e86 00

# [0 apt cache servers []

# [0 remote_apt *[000O000OC

000 000000 deb [trusted=yes] http://192.168.1.100:8080/noble noble
main 000000
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# APT (00000
apt cache servers:

hosts:
customer-apt-cache:
ansible host: 10.179.1.114
gateway: 10.179.1.1
host vm network: "vmbr@"
num cpus: 4
memory mb: 16384
proxmoxLxcDiskSizeGb: 120
vars:
# U0000000OO0O0ORO0000
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "customer-username"
remote apt password: "customer-secure-token"

# (0000
hss:

hosts:
customer-hss01l:
ansible host: 10.179.2.140
gateway: 10.179.2.1

mme :
hosts:
customer-mme0Q1:
ansible host: 10.179.1.15
gateway: 10.179.1.1
dns:
hosts:
customer-dns01l:
ansible host: 10.179.2.177
gateway: 10.179.2.1
# 0000
all:
vars:

# (000000000000



# - use apt cache: true[]] apt cache servers 0000000
# - apt _repo.apt server: "10.179.1.114"00000000000
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1. 00000 (10.179.1.114)[]
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o [0 nginx (000 8080 00000

2. 0000 ( customer-hss01[] customer-mme0Ol[]customer-dns0l)[]

o (U000 apt_cache servers [0

(YVYY] use apt cache: true

0000 apt repo.apt server: "10.179.1.114"

[J00deb [trusted=yes] http://10.179.1.114:8080/noble noble main
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amd64/Packages 401 [0

0o0oon

e apt repo [JO all: vars: 0000000 apt_cache servers: vars: []
OO00O0oOoO0O00000o0oOC0

* apt repo username [] apt repo password [][[]
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vars: []
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3. J0000000000000000 /etc/apt/sources.list.d/omnitouch.list
o OO0O0OOdeb [trusted=yes] http://10.179.1.114:8080/noble
noble main

o JUOOOOOOOOOUO deb [trusted=yes]
http://user:pass@l0.179.1.115:80/noble noble main
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1. 0000 remote apt * 00000
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3. 00 remote apt server NNeeel0000

Joooooood
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#[0OO - 0000 hosts-file-configuration.md

NN
cdrs _enabled: True # [0 CDR [0
in pool: False # 00000000
online charging enabled: False # [ 0CS [
recording: True # 000000 (AS)
populate crm: False # 0000000 CRM

0000 (all:vars)

all:vars IIOO00OOOOCOOCOOOOOOCOOOOOOOOOO0OODOGOE

Hooooon
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ansible connection: ssh

ansible user: root

ansible password: password
ansible become password: password

0000000 SSH 0000oooa

ansible ssh private key file: '/path/to/key.pem'

0ooa



customer name short: omnitouch
customer_legal name: "YKTN Lab"
site name: YKTN

region: AU

TZ: Australia/Melbourne

PLMN []]
plmn_id:
mcc: '001' # 000000 (3 0)
mnc: '01' # 000000 (2-3 [0)
mnc_longform: '001' # 000 MNC (OO 3 [0)

diameter realm: epc.mnc{{ plmn id.mnc longform }}.mcc{{
plmn_id.mcc }}.3gppnetwork.org

OO00o0OCO0NOo0ODOo0OO0a

0ooa

network name short: Omni
network name long: Omnitouch
tac list: [10100,100] # 00 TAC OO0 (OO0 MME 0OQ0O)

0000 VE 00000 > 0o0000oo0ooon

DNS [1[]

netplan DNS: False # [0 systemd-resolved [ netplan
DNS

APT (000

0000000000 apt_cache_servers (0000000

e use apt cache U000 TruedOOOOOOO False(]
* apt_repo.apt_server [UI0O00OOOOCOO 1P



# 00000000 apt cache servers 0000

use apt cache: True # 0000 APT 00000000000
apt _repo:
apt server: "10.10.1.114" # APT 0000000000

# [0 use apt cache: False 0000
# apt repo username: "omni"
# apt _repo password: "omni"

# 00000000000

# 000 (1) 0O use apt cache: false [ /releases/ 000000

# (2) [0 use apt cache: true [JJ0 Omnitouch [O000000
remote apt server: "apt.omnitouch.com.au"

remote apt user: "omni"

remote apt password: "omni"

pooAP T L

0oooon

license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

NN RNERNE

MME [

mme dns: False # [00 MME DNS (][]

SAEGW [

mtu: 1400 # 000000

IMS [I[]

ims dra support: False # [0 DRA [J[] IMS
enable homer: False # [0 Homer SIP []]



RAN (000

use nokia monitor: True
use casa monitor: True
install influxdb: True

influxdb user: monitor

influxdb password: "secure-password"
influxdb organisation name: omnitouch
influxdb nokia bucket name: nokia-monitor
influxdb casa bucket name: casa-monitor
influxdb operator token: "generated-token"
influxdb url: http://127.0.0.1:8086

enable pm collection: False
enable alarm collection: False

enable location collection: False

enable ran status collection: True
enable nokia rectifier collection: False
collection interval in seconds: 120

ran_monitor:
sql:

user: ran_monitor

password: "secure-password"

database host: 127.0.0.1
database name: ran monitor
influxdb:

address: 10.10.2.135

port: 8086

nokia:

airscales:

- address: 10.7.15.66
name: site-Lab-Airscale
port: 8080
web password: nemuuser
web username: Nemuadmin

0oooo



firewall:
allowed ssh subnets:
'10.0.1.0/24'
- '10.0.0.0/24'
allowed ue voice subnets:
- '10.0.1.0/24'
allowed carrier voice subnets:
- '10.0.1.0/24"
allowed signaling subnets:
- '10.0.1.0/24'

00 DNS [0

roaming _dns_servers:
wildcard: ['10.0.99.1']
# (0000 DNS (OO0 PLMN)

123456 # 00000 2
- '10.10.2.197"

654321: # 00000 2
- '10.10.0.4'

0000 (SSH [0)

local users:
usera:
name: [JO000 A
public key: "ssh-rsa AAAAB3Nza..."
userb:

name: [00 B
public key: "ssh-ed25519 AAAAC3..."
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Proxmox

proxmoxServers:
customer-prxmx01:

proxmoxServerAddress: 10.10.0.100
proxmoxServerPort: 8006
proxmoxRootPassword: password
proxmoxApiTokenName: AnsibleToken
proxmoxApiTokenSecret: "token-secret"
proxmoxTemplateName: ubuntu-24.04-cloud-init-template
proxmoxTemplateId: 9000
proxmoxNodeName: pve0l

# [J0 Proxmox [

proxmoxServerAddress: 10.10.0.100

proxmoxServerPort: 8006

proxmoxNodeName: 'pve0@l’

proxmoxLxcOsTemplate: 'local:vztmpl/ubuntu-24.04-standard 24.04-
2 amd64.tar.zst'

proxmoxApiTokenName: DocsTest

proxmoxLxcCores: 8

proxmoxLxcDiskSizeGb: 20

proxmoxLxcMemoryMb: 64000

proxmoxLxcRootFsStorageName: SSD RAIDO
proxmoxLxcBridgeName: vmbroO

proxmoxTemplateName: "ubuntu-24.04-cloud-init-template"
proxmoxStorage: SSD RAIDO

vLabNetmask: 24

PROXMOX API TOKEN: "token-secret"

vlabRootPassword: password

vLabPublicKey: "ssh-rsa AAAAB3..."

mask cidr: 24



VMware vCenter

vcenter ip: "vcenter.example.com"

vcenter username: "administrator@vsphere.local"
vcenter password: "password"

vcenter datacenter: "DC1"

vcenter vm_ template: ubuntu-24.04-model
vcenter vm disk size: 50

vcenter folder: "Omnicore"

host vm network: "Management"

vhosts:
"10.0.0.23":
vcenter cluster ip: 10.0.0.23
vcenter datastore: "datastorel (3)"

netmask: 255.255.255.0

Juoa

. - 00000 1P 0000

- 00000000
- 00000000 group_vars
. - 00 1P OO0 NIC 00
- 000000
. - 000
- 00000

Juoa

0ooC0ooobOooooO

e OmniCore []]:

e OmnicCall [[:
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e OmniCharge/OmniCRM:
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il

H00000omnitouch000000000000C0ANsible(00000000000OOOCCOOO000000O000O
0004G/5G000

000000000IPRO00000C0POODOOO O

AN
0. 0000000000

O0Proxmox{J000000000000/LXCO

# [ProxmoxJ00000
ansible-playbook -i hosts/Customer/hosts.yml services/proxmox.yml

# O00LXCOD00000/000
ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox_ Llxc.yml

0o



1. 00000000000

# 00000000000

mme :
hosts:
customer-mme01l:
ansible host: 10.10.1.15
hss:
hosts:

customer-hss0l:
ansible host: 10.10.2.140

# ... 00000

0o

2. [J00group_vars[]
group_vars (000000000000000000000000000000000

000000000000OmniMessage SMScII0000000TASOOOSIPOOO0000OCO00D iameter ]
000000

0o

3. JUOOAPTOOO

# (000000000
apt repo:
apt_server: "10.254.10.223" # [JO0000IPOO0OrepoddO
use apt cache: false # true = [J000000false = O000repo

0o



4. 0000

# 0000000000
license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

ooo

S. 000

000000 services/twag. yml 000000000 services/all. yml 0000000000000 - -
limit=myhost[]--limit=mmee, sqgw 0000000000000

# (00000
ansible-playbook -i hosts/customer/host files/production.yml
services/all.yml

# (000000

ansible-playbook -i hosts/customer/host files/production.yml
services/epc.yml

ansible-playbook -i hosts/customer/host files/production.yml
services/ims.yml

Juod

. - 000a
. - J00000

. - JO00oarean
. - 000

. - 000

- 00000



Juod

Oo00o0o00o00on

e OmniCore[]4G/5GI0000

o OmniHSS, OMmniSGW, OmniPGW, OmniUPF, OmniDRA, OmniTWAG
« OmniCallI0Ooooo
o OmniTAS, OmniCall CSCF, OmniMessage, OmniSS7, VisualVoicemail

e OmniCharge/OmniCRM000

* 0000
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il

group_vars [JU0O0000C0000CO0000000C0000CO

O000000000000 - SIP OoObiameter 0JO0000SMS JO00OO000000COOOO00000C0OO0O0O
00 - 000 group_vars [

00: hosts/{Customer}/group vars/

Juod

Ansible J00000000CCO0000CCO0000CO0O0000C000 group_vars OO000000CCO00O0

000000 - group_vars (0000000 -~ 0000

00 X: 0000000 (OmniMessage)

000000000 Jinja2 00000

joad

hosts/Customer/
L— group vars/
L— smsc_controller.exs # 000000000



Jooooood

omnimessage:
hosts:
customer-smsc-controller0l:
ansible host: 10.10.3.219
gateway: 10.10.3.1
host vm network: "vmbr3"
smsc_template config: smsc_controller.exs # [] group vars []

Oo000o0o0

Ooooo:

1. Ansible [J] smsc_template config: smsc controller.exs

2.[] hosts/Customer/group vars/smsc _controller.exs []]

3. 00 Jinja2 OO00000000 {{ inventory hostname }}0{{ plmn id.mcc }} OO

4. 00 /etc/omnimessage/runtime.exs

5. 0000

00 smsc_template_config [JOOOOOOUOOOOO

0ooo: 0od

00 2: 000000 (OmniTAS [J000000)

0000000000000
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jooo

hosts/Customer/
L— group vars/

— gateways prod/ # SIP 0000

| | gateway carrierl.xml

| | gateway carrier2.xml

| L— gateway emergency.xml

— gateways lab/ # 00000

| L— gateway test.xml

L— dialplan/ # 000000
— mo dialplan.xml # 0000000
— mt dialplan.xml # 00000000

L— emergency.xml

Jooooood

applicationserver:
hosts:
customer-tasOl:
ansible host: 10.10.3.60
gateway: 10.10.3.1
host vm network: "vmbr3*"

gateways folder: "gateways prod" # [00000000C0000COO

poooo:

1. Ansible [J] gateways folder: "gateways prod"

2. [] hosts/Customer/group vars/gateways prod/ JO0000000O
/etc/freeswitch/sip profiles/

3. [ hosts/Customer/group vars/dialplan/ 000000000 OmniTAS 0000
4. 000000

0o0o: dodooootoooog

* gateways folder: "gateways lab"

e gateways folder: "gateways prod"

* gateways folder: "gateways customer specific"



0ooo: 0oo

00 3: 0000000 (OmniHSS)

Jo00o0000o0OoOo0Oo0a

joad

hosts/Customer/
L— group vars/
L— hss runtime.exs.j2 # 00000 HSS OO00O0

Jooooood

omnihss:
hosts:
customer-hss01:
ansible host: 10.10.3.50
gateway: 10.10.3.1
host vm network: "vmbr3"
hss template config: hss runtime.exs.j2 # [] group vars [

Oo0o0o0

0oooo:

1. Ansible [J0 hss_template config: hss runtime.exs.j2
2. hosts/Customer/group vars/hss runtime.exs.j2 000

3. 00 Jinja2 OJO00000000 {{ inventory hostname }}[0{{ plmn id.mcc }} OO

4. 00 /etc/omnihss/runtime.exs

5. 0000
00 hss_template config OO0O0000O000CO

0ooo: 0od
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00 4: 0000000 (OmniMME)

Jo00o0od0obOtOo0oon

joad

hosts/Customer/
L— group vars/
L— mme runtime.exs.j2 # 00000 MME 000

AN NENEND

omnimme:
hosts:
customer-mme0O1l:
ansible host: 10.10.3.51
gateway: 10.10.3.1
host vm network: "vmbr3"
mme_template config: mme_runtime.exs.j2 # [] group vars [0

Ooooood

Ooooo:

1. Ansible [J[] mme_template config: mme runtime.exs.j2
2.[] hosts/Customer/group vars/mme runtime.exs.j2 000

3. 00 Jinja2 0000000000 {{ inventory hostname }}[O{{ plmn id.mcc }} 00O

4. [J00 /etc/omnimme/runtime.exs

5. 000
00 mme_template config OO0000CO00OCO

0ooo: 0o0
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Joooobboon

hosts/Customer/
— host files/
| L— production.yml # 000000 group vars [
L— group vars/

F—— smsc_controller.exs # OmniMessage 0000
F—— SMSC_Smpp.exs # OmniMessage SMPP (0000
— tas runtime.exs.j2 # TAS 00000

— hss runtime.exs.j2 # HSS 00000

— mme runtime.exs.j2 # MME 00000

— dra_runtime.exs.j2 # DRA 0000

— pgwc runtime.exs.j2 # PGW 00000

— dea runtime.exs.j2 # DEA 0000

— upf _config.yaml # UPF O

— crm_config.yaml # CRM [

— stp.j2 # SS7 STP [0

— hlr.j2 # SS7 HLR [0

— camel.j2 # SS7 CAMEL [

— ipsmgw.j2 # IP-SM-GW [

— omnicore smsc ims.yaml.j2 # SMSC IMS [
— pytap.yaml # TAP3 [0

— sip profiles/ # SIP QOO0O000

| L— gateway otw.xml

L— dialplan/ # 10000000000
— mo _dialplan.xml # 0000

— mt_dialplan.xml # 0000
L— mo_emergency.xml # 0000



UOO0O0O group_vars

0d

smsc_template config

smsc_smpp_template config

gateways folder

0o00ooo0

tas template config

hss template config

mme template config

dra template config

pgwc_template config

frr_template config

0d

omnimessage

omnimessage _smpp

applicationserver

applicationserver

applicationserver

omnihss

omnimme

dra

pPgwc

omniupf

0d

Jinja2 00000000

smsc_controller.exs]|

Jinja2 0000000

smsc_smpp.exs[]

000000000
sip profiles(]

dialplan/ 00 XML O0OC

Jinja2 00000000

tas runtime.exs.

Jinja2 0000000

hss runtime.exs.

Jinja2 00000000

mme_runtime.exs.

Jinja2 0000000

dra runtime.exs.

Jinja2 00000000

j20

j2[]

j20

j2(]

pgwc runtime.exs.j2[

Jinja2 00000000
frr.conf.j2[]



0d 0d 0d

Jinja2 00000000

SS7 10 ss7000000 stp.j20hlr.j2(]
camel.j2[]
0000000000

[0 YAML 0000 upf config.yaml[]

crm _config.yaml[]

1N

1. group_vars 00 - 000000

2. 00000 - 00000 smsc_template config [] gateways folder
3. 0000 Jinja2 - 00 {{ variable name }} OO0 Ansible [
4. 100000000 - Do000000000000e0

5. 00000000 - 000 group_vars 000 Git

000 group_vars

0 00 group_vars []:

* (00000000

SIP 000
0000000
Diameter 0000

Ho00o0o0oooa

0 0000 group_vars [I:

+ J00000OPOOODO - 000000
+ 00000 - D000000o0O0Oo00a



+ 0000 - 00D00000000000000 group_vars

LU0
. - HO00000000O
. - HO000000
e« OmnicCall [[: - 00000
Ooo
e OmniCore [ - 0000

ad
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000C0000D00oo0OD0oDO0oooOoEOoooodooodoboooo0o0o0

Hooood

0000000000 HTML 0000000 OmniCore O000OCOO0000COO000OCOO00OC

00 services/all.yml (0000000000

Hoon
0000

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/health check.yml

il

00000 /tmp/health check YYYY-MM-DD HH:MM:SS.html

0o00o0000o0oo0a

Juod

HTML 00000



jooo

* (000 1P OO0

00/00000 host_vm _network (000000000 N/AQ
CPU[vCPU 00

RAM[I00O0000O

OOo00000oooOo0oo0ooO

0o00o0o00o0a

joad

+ [000000/000000000a
NN 7272 72

* 00/0000

HSS Diameter ]

* J00000O0O000/0000
 Diameter [J0000POO000COCO
* [ HSS 000000000 95680

AN
000000

0000 (services/common.yml)

+ JO0000000O0OOO

* J00000SSH 000OOONTP
* 000000000

* J000000000Oa

ansible-playbook -1i hosts/customer/host files/production.yml
services/common.yml



0000 (services/setup users.yml)

* [00000ODO00OO0O
e [0 SSH 000 sudo [0

* J00o00oo

ansible-playbook -i hosts/customer/host files/production.yml
services/setup users.yml

00 (services/reboot.yml)

+ [0000000OO0
* (000000005 0oooO
* (0000000000000

ansible-playbook -1i hosts/customer/host files/production.yml
services/reboot.yml

joad

IP 0000 (util playbooks/ip plan_generator.yml)

* [0 IP 00000 HTML 00
* [O0000O0OOOOO0G
* [O0000OOOoOOO

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/ip plan generator.yml

HSS [J[] (util playbooks/hss backup.yml)

* [0 HSS 0000
* 0 MySQL 0000000 Ansible 00
* J000000Od



ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/hss backup.yml

000000 (util playbooks/getLocalCapture.yml)

» [JI00000O0OOOOOOOOO
e [] /etc/localcapture/ [0 pcap 00

+ 00000000000

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/getLocalCapture.yml

[0 MTU (util playbooks/updateMtu.yml)

* 00000 MTU 00
* [0 netplan 0000
0000000000

ansible-playbook -1i hosts/customer/host files/production.yml
util playbooks/updateMtu.yml

Juo

. - 00000
. - 0000
. - 000000

. - 000000

. - 000



il

000C00000000DO0oo0o00obO0oo0o0ob0o0000

* (0000000

* J00000OOP 00ooooa
* [0000000000OoCO

* J00000OPLMNODOOCOO

Juod

0o00o0o00o0Oa

services/hosts/
L— Customer Name/
L— host files/
— production.yml
— staging.yml
L— lab.yml

Juoodoo

OoOf0odOobotooOoon



# EPC [

mme :
hosts:
customer-mme0@1:
ansible host: 10.10.1.15
gateway: 10.10.1.1
host vm network: "vmbrl"
mme code: 1
network name short: Customer
tac list: [600, 601, 602]
sgw:
hosts:
customer-sgw0l:
ansible host: 10.10.1.25
gateway: 10.10.1.1
cdrs _enabled: true
pgwc:
hosts:
customer-pgw01l:
ansible host: 10.10.1.21
gateway: 10.10.1.1
ip pools:
- '100.64.16.0/24"
# IMS 0
pcscft:
hosts:
customer-pcscf0l:
ansible host: 10.10.4.165
# 1000
license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150
# (000
all:
vars:

ansible connection: ssh
ansible password: password



customer name short: customer

plmn_id:
mcc: '001'
mnc: '01'

Jooood

ao00
000000000
pcscft:
hosts:
customer-pcscfOl:

ansible host: 10.10.1.15 # SSH 00 IP O
gateway: 10.10.1.1 # 000
host vm network: "vmbrl" # 100000000000 NIC OO

000 00 1P 000000000O0C00C000O 0000000 OmniCore 000000000000

Proxmox [J[JJ host_vm_network [0000000000CO000CO00CO000CO
O

VM 000

Ho00o0o0oooa

num _cpus: 4 # CPU T[]

memory mb: 8192 # 0000000000
proxmoxLxcDiskSizeGb: 50 # 000000 6B 0000

Hooodo
O00000000000000000

MME:



mme code: 1 # MME [0001-255[]
mme _gid: 1 # MME [J ID
network name short: Customer # 0000000000
network name long: Customer Network

tac list: [600, 601, 602] # 000000
PGW:
ip_pools: # 0000 IP O

- '100.64.16.0/24'
- '100.64.17.0/24'
combined CP UP: false # [0000/0000

Oo00C0oCOoOOCOO00Oa: e

0ooood

online charging enabled: true # [ 0CS [
tas branch: "main" # 00000000
gateways folder: "gateways prod" # SIP [

Hooood

all:vars [00000000CO0OOCO



all:
vars:
# 0000
ansible connection: ssh
ansible password: password
ansible become password: password

# (000

customer name short: customer
customer legal name: "Customer Inc."
site name: "Chicago DC1"

region: US

# PLMNOOOOOOOOO

plmn_id:
mcc: '001' # 00000
mnc: '01' # 100000
mnc_longform: '001' # 0000 MNC
# 1000

network name short: Customer
network name long: Customer Network

# APT 00

# 00000 apt cache servers [QOOO00OO
# use apt cache 00 truellapt repo.apt server

# (0000O00OCOOOO TP OO
apt_repo:

apt _server: "10.254.10.223"

apt _repo _username: "customer"

apt repo password: "secure-password"
use apt cache: false

# 00
TZ: America/Chicago

Juoad

Ansible 000000000000000



' !
mime ] sgw ] ‘ ‘ hss 1 ‘
L L] L l
customer-mmell customer-mmel2 customer-sgwil customer-hss0l

000000 mme (000000000 mme:hosts: 00000000

[0 Jinya2 (00000

Ansible [ Jinja2 [0 00000000 group_vars 0000000000000

Jinja2 (0000

EE B
—

Hooood

O000000
plmn_id:
mcc: '001'
mnc: '01'

customer name short: acme

Jinja2 [00000CO0

______;

o |

l

customer-pcscfill



# mme config.yml.j2
network:
plmn:
mcc: {{ plmn_id.mcc }}
mnc: {{ plmn_id.mnc }}
operator: {{ customer name short }}
realm: epc.mnc{{ plmn _id.mnc longform }}.mcc{{ plmn id.mcc
}}.3gppnetwork.org

00000000
network:
plmn:
mcc: 001
mnc: 01

operator: acme
realm: epc.mnc001l.mcc001.3gppnetwork.org

00 Jinja2 ][]

0oooooa

{{ plmn_id.mcc }}
{{ apt repo.apt server }}

0oooo

{% if online charging enabled %}
charging:
enabled: true
ocs ip: {{ ocs ip }}
{% endif %}

0o



tracking areas:
{% for tac in tac list %}

- {{ tac }}

% endfor %}

0ooa

# 0000 3 000
mnc{{ '%03d' | format(plmn id.mnc|int) }}

U group_vars [][|

000000000D00C00D000E0000 groeup_vars (OOOOOOOOCOO

0ooa

Huoooood

OO00o0OCO0NOo0ODOo0OO0a



# EPC 00

mme :
hosts:
customer-mme01:
ansible host: 10.10.1.15
gateway: 10.10.1.1
host vm network: "vmbrl"
mme_code: 1
mme gid: 1
network name short: Customer
network name long: Customer Network
tac_list: [600, 601, 602, 603]
omnimme:
sgw selection method: "random peer"
pgw selection method: "random peer"
sgw:
hosts:
customer-sgw0l:
ansible host: 10.10.1.25
gateway: 10.10.1.1
host vm network: "vmbrl"
cdrs enabled: true
pgwc:
hosts:
customer-pgw0l:
ansible host: 10.10.1.21
gateway: 10.10.1.1
host vm network: "vmbrl"
ip pools:
- '100.64.16.0/24'
combined CP_UP: false
hss:
hosts:
customer-hss01:
ansible host: 10.10.2.140
gateway: 10.10.2.1
host vm network: "vmbr2"
# IMS [0

pcscft:



hosts:
customer-pcscfOl:
ansible host: 10.10.4.165
gateway: 10.10.4.1
host vm network: "vmbr4"

icscf:
hosts:
customer-icscf0l:
ansible host: 10.10.3.55
gateway: 10.10.3.1
host vm network: "vmbr3"

scscf:
hosts:
customer-scscfOl:
ansible host: 10.10.3.45
gateway: 10.10.3.1
host vm network: "vmbr3"

applicationserver:
hosts:
customer-as01l:

ansible host: 10.10.3.60
gateway: 10.10.3.1
host vm network: "vmbr3"
online charging enabled: false
gateways folder: "gateways prod"

# 0000
license server:

hosts:
customer-licenseserver:
ansible host: 10.10.2.150
gateway: 10.10.2.1
host vm network: "vmbr2"

monitoring:
hosts:
customer-oam0l:
ansible host: 10.10.2.135
gateway: 10.10.2.1
host vm network: "vmbr2"
num cpus: 4



memory mb: 8192

dns:
hosts:
customer-dns01l:
ansible host: 10.10.2.177
gateway: 10.10.2.1
host vm network: "vmbr2"

# (000
all:

vars:
ansible connection: ssh
ansible password: password
ansible become password: password

customer name short: customer

customer legal name: "Customer Network Inc."
site name: "Primary DC"

region: US

TZ: America/Chicago

# PLMN [0

plmn id:
mcc: '001'
mnc: '01'

mnc_longform: '001'
diameter realm: epc.mnc{{ plmn _id.mnc longform }}.mcc{{
plmn_id.mcc }}.3gppnetwork.org

# 1000
network name short: Customer

network name long: Customer Network
tac list: [600, 601]

# APT [0
apt _repo:

apt _server: "10.254.10.223"

apt repo username: "customer"

apt _repo password: "secure-password"
use apt cache: false

# 1000
charging:



data:
online charging:
enabled: false
voice:
online charging:
enabled: true
domain: "mnc{{ plmn _id.mnc longform }}.mcc{{ plmn id.mcc
}}.3gppnetwork.org"

# (0000
firewall:

allowed ssh subnets:
- '10.0.0.0/8'
- '192.168.0.0/16"
allowed ue voice subnets:
- '10.0.0.0/8'
allowed signaling subnets:
- '10.0.0.0/8'

# (000000000Proxmox (00

proxmoxServers:
customer-prxmx01:
proxmoxServerAddress: 10.10.0.100
proxmoxServerPort: 8006
proxmoxApiTokenName: Customer
proxmoxApiTokenSecret: "token-secret"
proxmoxTemplateName: ubuntu-24.04-cloud-init-template
proxmoxNodeName: pve0l

0o 000000 Proxmox 000000000

Juoddo

0OoC00oobo0otoooobo0on

OmniCore [][]

e OmniCore []]:
« OmniHSS - 000000
« OmniSGW - (00000000
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OmniPGW - (00000000
OmniUPF - 00000
OmniDRA - Diameter [0

OmniTWAG - [JJ] WLAN 0000

OmnicCall [J[[]

OmniCall [[]:

OmniTAS - IMS [J00000VoLTE/VoNR[J
OmniCall CSCF - 0000000
OmniMessage - [0
OmniMessage SMPP - SMPP 00
OmniSS7 - SS7 (00
VisualVoicemail - [

OmniCharge/OmniCRM[]

OmniCharge [][:

Juo

- 000000
- 0000000000

- 000000

- 00000 1P 0000
- (@€ P (000000
- 00000

- 00000
- 000000

Jud

1.
2.

000000000000
0000 PLMN 00000
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3. 00 APT 00000

4. 10000000

5. 000000 a0ooa
6. (][] Ansible 000000



OmniCore IP

il

000000 OmniCore (0000 1P 0O0OOOCCOO DOOOOOOOOOOOOOCCOOOOODOOOOODCOOO0

IP 1000
0000000 /24 00

00 OmniCore O0000000CO0000CCOO

1. 0000000 - 00O 724
2. (J000 - 000 /24

3. IMS [J000 - 000 /24
4. UE (000 - 000 /24

Jo0o0ooooooooon

00000C00000000 ©mniCore 000 0OCOOOOOOCOOOD OOOC OO

* JO00DODOOOUODOOOOOOOCOOOOOUOCOOOOD0O

+ J00000O000DODOOODOOCODOO0O0ODOD00D000 MMEDDOOD HSSOOOO

* [O0O00OOOOOODOOOOOtOtOoOOo0a

+ (000000 1PO0000C0O0000CRFC 191800000000000DO IPOOCO0000OCO0

0O00D000000OCO OdodftObiotobtobidtibiobiotobtobiotiotobdooootoo0oan
000000000D00C00 1P 000



juoad

1.

00000000000 /240

000 0o000oC0ooo00

0o

OmniMMEJJO0000OO
OmniSGWOOO00
OmniPGW-C[]PDN 000000

OmniUPF/PGW-UOO0000 / PDN 0000000

000 10.179.1.0/24

mme :

2.

hosts:
omni-site-mme0@1:
ansible host: 10.179.1.15
gateway: 10.179.1.1
host vm network: "vmbrl"

0o0odooa /244

000 Diameter 0000000000000

0o

OmniHSSOO0000000
OmniCharge OCSOOOO00OO

OminiHSS PCRFODOO0000000
OmniDRA DRA[JDiameter 0000

DNS 000
TAP3/CDR 000
O0/0AM



SIP [
Ho00od
RAN [0

Omnitouch 000 CBCOOOOOOOO - 0000
APT (@@€0 - 0000

(il 10.179.2.0/24

hss:
hosts:
omni-site-hssOl:
ansible host: 10.179.2.140
gateway: 10.179.2.1
host vm network: "vmbr2"

3. IMS (0000000 /240
000 MS 0000000000 S1P 000
000

e OmniCSCF S-CSCFIJ0000000000
* OmniCSCF I-CSCFI0000000000

< OmniTASOOO0O0000 / 000000

e OmniMessage[l000O00SMPPOIMS]
e OmniSS7 STPSS7 JU0OOOO

e OmniSS7 HLRODJUOOOOO - OO0 2G/3G
¢ OMNIiSS7 IP-SM-GW[JMAP SMSc[]

e OmniSS7 CAMEL [0

00 16.179.3.0/24



scscf:
hosts:
omni-site-scscfOl:
ansible host: 10.179.3.45
gateway: 10.179.3.1
host vm network: "vmbr3"

4. UE (0000000 /240

000 000000000 IMS [0 DNS
0o

 OmniCSCF P-CSCFO0000000000O
e XCAP OO0

» JU000OOOOO
« [JO DNS

00 10.179.4.0/24

pcscft:
hosts:
omni-site-pcscfOl:
ansible host: 10.179.4.165
gateway: 10.179.4.1
host vm network: "vmbr4"

Juo

OmniCore [II¥€Y€ 000000000000

00 1000/00000000000000

00000000000 NIC DO00000CO0000D000DOD000000O



ooo

# 00000 - vmbrl
mme :

hosts:
omni-1lab07-mmeO1l:
ansible host: 10.179.1.15
gateway: 10.179.1.1
host vm network: "vmbrl"

# [0 - vmbr2
hss:
hosts:
omni-lab07-hss01:
ansible host: 10.179.2.140
gateway: 10.179.2.1
host vm network: "vmbr2"

# IMS [ - vmbr3
icscf:
hosts:
omni-lab07-icscfOl:
ansible host: 10.179.3.55
gateway: 10.179.3.1
host vm network: "vmbr3"

# UE [][] - vmbr4
pcscft:
hosts:
omni-lab07-pcscfOl:
ansible host: 10.179.4.165
gateway: 10.179.4.1
host vm network: "vmbr4"

00 2000 VLAN (00
00000000000 VLAN 000000000000000000000 NIC 0000

0oo



# 00000 vmbri2000000 VLAN
applicationserver:

hosts:
ons-1lab08sbcO1:
ansible host: 10.178.2.213
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlianid: "402"

dra:
hosts:
ons-1lab08dra0l:
ansible host: 10.178.2.211
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlianid: "402"

dns:
hosts:
ons-1ab08dns01:
ansible host: 10.178.2.178
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlanid: "402"

0000

+ (00000000 VLAN
* J000000000000000a
* [00/00000 VEAN 0000

00 VLAN (00

VLAN 10: 10.x.1.0/24 (00000)
VLAN 20: 10.x.2.0/24 ([00)

VLAN 30: 10.x.3.0/24 (IMS )
VLAN 40: 10.x.4.0/24 (UE [0)



Jooo 1P -do
il

00 OmniCore (00000000000 1P OOOCCOOOOOOOO

« DRA - [[I000000OOCOOCO

00 SGW/PGW - 000000000 GTP OO
ePDG - (][] WiFi 0000 UE [0 IPsec 00
SMSC [0 - 00000 sMS 0000 sMPP
P-CSCFJ000000 - DOOO UE SIP OO0

0ooooo e

00 1P 00000000 1P 000000000000000 00000000 ansible host [00I00CO IP OCOOO
Oo00o0o00o0

0000ooo 1P 000 SGW/PGW



sgw:
hosts:
# [0 SGW 000000
opt-site-sgw01l:
ansible host: 10.4.1.25
gateway: 10.4.1.1
host vm network: "v400-omni-packet-core"

# 0000 IP OO0 SGW

opt-site-roaming-sgwO1l:
ansible host: 203.0.113.10
gateway: 203.0.113.9
netmask: 255.255.255.248 # /29 [0
host vm network: "498-public-servers"
in pool: False
cdrs _enabled: True

smf: # PGWs
hosts:

# 0000 IP 000 PGW

opt-site-roaming-pgw0O1l:
ansible host: 203.0.113.20
gateway: 203.0.113.17
netmask: 255.255.255.240 # /28 [0
host vm network: "497-public-services-LTE"
in pool: False
ip pools:

- '100.64.24.0/22'

00o00od 1P [ DRA

dra:
hosts:
opt-site-dra0l:
ansible host: 198.51.100.50
gateway: 198.51.100.49
netmask: 255.255.255.240 # /28 [0
host vm network: "497-public-services-LTE"

0000000 1P 1 ePDG



epdg:
hosts:
opt-site-epdg01l:
ansible host: 198.51.100.51
gateway: 198.51.100.49
netmask: 255.255.255.240 # /28 0
host vm network: "497-public-services-LTE"

Joooooo e
N000000000000000 1P 000000000

* (00000000 sGw O GTP
* J00000O0000000CO0 SsGW
* [0 PGW-C 0000000OO SGW

OmniCore (0000000000 - 0000OOOOCOOOO 1P 00000



il

0000000000 ©Omnitouch O000000000CO0C00000CO0C00000CO0000

[0
1. [] Hosts [

license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150
gateway: 10.10.2.1
host vm network: "vmbr2"

all:
vars:
customer legal name: "[OO00O"

license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

2. 000000

0 license.json[J0 Omnitouch OJO0000 hosts/Customer/group vars/ []

3. [0

ansible-playbook -i hosts/customer/host files/production.yml
services/license server.yml

0000000 https://license_server 00000000000



Hond
00000

00000000000C0000 HTTPSOOO 443000000 Omnitouch 000000000

aoa IP [0 ad

time.omnitouch.com.au 160.22.43.18 00000000 1
time.omnitouch.com.au 160.22.43.66 O00000oO 2

time.omnitouch.com.au 160.22.43.114 0000000 3

Ooooooon

« [OOHTTPS (TCP/443)
« [00160.22.43.18, 160.22.43.66, 160.22.43.114

* 00000

DNS (][]
0000000000000 BNS 0000 Omnitouch O00000C0000000O
000 DNS 000

+ 00000CCOO00000 NS OO0

[0 DNS 000000
o 1.1.1.1 (Cloudflare - [J{J[J[] DNS)

o 8.8.8.8 (Google [][J DNS)
» J0000CDOOO000/00 DNS OO0

000 Omnitouch 0000000000 DNS (DoH/DoT)J0000 DNS 000000000 DNSSEC 00
00000000 DNS 000000



Juod



Netplan

il

OmniCore (000 netplan O000COO0000000OOOCCCOO000000OC

* (0000000 (ethO)
+ (00 IPO00C0O00000O00000O
* J000000000Oa

(][] Netplan [][]

00000000 netplan 00000 group_vars 00000000 Jinja2 000 netplan_config OO0

dra:
hosts:
<hostname>:
ansible host: 10.0.1.100
gateway: 10.0.1.1
netplan config: netplan.yaml.j2

U000 hosts/<customer>/group vars/netplan.yaml.j2 [0

Juoa

000000 retplan.yaml. j2 00000000000COO0



network:

version: 2
ethernets:
# 00 - 0000000 ansible host [J gateway
ethO:
addresses:
- "{{ ansible host }}/{{ mask cidr | default(24) }}"
nameservers:
addresses:
{% if 'dns' in group names %}
# (00000 DNS 000000000 DNS 0000000
- 8.8.8.8
{% else %}
# 000000000C ‘dns*' [0 DNS 00O
{% for dns host in groups['dns'] | default([]) %}

- {{ hostvars[dns host]['ansible host'] }}
endfor %}
endif %}
search:
- slice
routes:
- to: "default"
via: "{{ gateway }}"

o
o°

o°

~~
o°

if secondary ips is defined %}
# (000 - 000000000 secondary ips [
# J000O0ens19, ens20, ens2l... (18 + loop.index)
for nic name, nic config in secondary ips.items() %}
ens{{ 18 + loop.index }}:
addresses:
- "{{ nic config.ip address }}/{{ mask cidr | default(24)

-~
o

P

% if nic config.routes is defined %}

# 0000000 - 000000000000

routes:
{% for route in nic config.routes %}
- to: "{{ route }}"

via: "{{ nic config.gateway }}"
endfor %}
endif %}
endfor %}
endif %}

U
o® o° o°

o®



0o

e ansible host [] gateway [JO0000000

 DNS 00000 dns OO0O0OCO

e 1000000 ens19[]ens20 000 Proxmox NIC ][]
* 0000 1P 0000000000000

juoad

000 (eth0) 0000000

e ansible host - IP [0
e gateway - 0000
e mask_cidr - (00000000 240

DNS 000000000

* dns 0000000000 ansible host IP[
000000 DNS 00000000 8.8.8.8

Juod

0000000000000O00 1PO000000000 secondary_ips [0

il

secondary ips:
<logical name>:

ip address: <ip address>

gateway: <gateway ip>

host vm network: <proxmox bridge>

vlanid: <vlan id>

routes: # [0 - 0000000000
- '<destination cidr>'
- '<destination cidr>'



jooo

000000 Ubuntu 0000000000000

00000000 ens19
00000000 ens20
0000000 ens21
oood. ..

00 Proxmox (00000000 NIC 000000000000

joad

dra:
hosts:
<hostname>:
ansible host: 10.0.1.100
gateway: 10.0.1.1
host vm network: "ovsbrl"
vlanid: "100"
netplan config: netplan.yaml.j2
secondary ips:
public ip:
ip address: 192.0.2.50
gateway: 192.0.2.1
host vm network: "vmbro"
vlanid: "200"
routes:
- '198.51.100.0/24"
- '203.0.113.0/24"
peering ip:
ip address: 172.16.50.10
gateway: 172.16.50.1
host vm network: "ovsbr2"
vlanid: "300"
routes:
- '172.17.0.0/16"



000 Netplan ]

0oooooa

network:
version: 2
ethernets:
ethO:
addresses:
- "10.0.1.100/24"
nameservers:
addresses:
- 10.0.1.53
search:
- slice
routes:
- to: "default"
via: "10.0.1.1"
ensl9:
addresses:
- "192.0.2.50/24"
routes:
- to: "198.51.100.0/24"
via: "192.0.2.1"
- to: "203.0.113.0/24"
via: "192.0.2.1"
ens20:
addresses:
- "172.16.50.10/24"
routes:
- to: "172.17.0.0/16"
via: "172.16.50.1"

Proxmox []]

000 proxmox.yml 000000 NIC O00000OCCOO

1. f0DO00OOO0O00000 NIC
2. 000000000 NICODbOO00oooog



Proxmox [J0000

e host_vm_network - [0 NIC 000
e vlanid - [J00 VLAN [0

Juoa

1. 0000000000 Jinja2 00
2. 00000 /etc/netplan/01-netcfg.yaml

3. 0000000 netplan 0000000
4. netplan apply 0000
5.00 ip addr show [0 IP 0

Houo
000 1P 0000000 (DEA)

<hostname>:
ansible host: 10.0.1.100 # 000 IP
gateway: 10.0.1.1
netplan config: netplan.yaml.j2
secondary ips:
diameter roaming:
ip address: 192.0.2.50 # 00000000000 IP
gateway: 192.0.2.1
host vm network: "vmbrQ"
vlanid: "200"
routes:
- '198.51.100.0/24" # (0000000



[]1 S5/S8 [ PGW

<hostname>:
ansible host: 10.0.2.20 # [0 IP
gateway: 10.0.2.1
netplan config: netplan.yaml.j2
secondary ips:
s5s8 interface:
ip address: 203.0.113.17 # 00 S5/58 IP
gateway: 203.0.113.1
host vm network: "vmbrQ"
vlanid: "50"

N000000€ €€ 00000000

<hostname>:
ansible host: 10.0.1.100 # 000
gateway: 10.0.1.1
netplan config: netplan.yaml.j2
secondary ips:
data network:
ip address: 10.0.2.100 # 000
gateway: 10.0.2.1
host vm network: "ovsbr2"
vlianid: "200"
backup network:
ip address: 10.0.3.100 # 1000
gateway: 10.0.3.1
host vm network: "ovsbr3"
vlanid: "300"

Jo0oodoo e

000000 Jinja2 000000000000 1P 000



Hooood

000000 1P DO00O000ODO00000000000 inventory hostname(]

# 00000000
{{ secondary ips.diameter public ip.ip address }}

# (00 inventory hostname 000000000
{{ hostvars[inventory hostname]['secondary ips"']
['diameter public ip']['ip address'] }}

# 100000
{{ secondary ips.diameter public ip.gateway }}
{{ secondary ips.diameter public ip.vlanid }}

NN

000000 17 00000 1PORi000000000000O hostvars LOOOCOO

# [0 dra 00000000
{{ hostvars[groups['dra'][0]]['secondary ips"']
['diameter public ip']['ip address'] }}

# 00000 DRA O000O0OCOCO IP
{% for host in groups['dra'] %}
{% if hostvars[host]['secondary ips'] is defined %}
- {{ hostvars[host]['secondary ips']['diameter public ip']
['ip address'] }}
% endif %}
% endfor %}

JOODRA 0000

00000000000O00O0aO PO



# [] dra_config.yaml.j2 [0 - OO inventory hostname 00000
peers:
- name: external peer

# (0000000O0CO IP

local ip: {{ hostvars[inventory hostname]['secondary ips']
['diameter public ip']['ip address'] }}

remote ip: 198.51.100.50

port: 3868

0ooo 1P 0ooo
000000000000000000

% if secondary ips is defined and

secondary ips.diameter public ip is defined %}

public ip: {{ secondary ips.diameter public ip.ip address }}
% else %}

public ip: {{ ansible host }}

% endif %}

Hodn
000000

SSH 0000000000000

ip link show

Oo0Of0odoobotooooooa

: lo: <LOOPBACK,UP,LOWER UP> ...

: ethO: <BROADCAST,MULTICAST,UP,LOWER UP> ...
: ens19: <BROADCAST,MULTICAST,UP,LOWER UP> ...
: ens20: <BROADCAST,MULTICAST,UP,LOWER UP> ...

A W DN -



[l] Netplan [][]

cat /etc/netplan/01l-netcfg.yaml

[0 Netplan

netplan apply

[][] Netplan

netplan --debug apply

joad

ip route show

Juo

. - 000000
. - 00000
. - 000000



Proxmox VM/LXC

00000000 Proxmox 000 OmniCore OO0000000000CO0 proxmox play 00000000

00000000 VMware[JHyperV 000000 Vultr / AWS / GCPOOO000
oo

. - 000000000

. - IP 000000

. - 00 1P 000000
. - 000000000

LXC [] VM

LXC (00

Oo0ooooooo

Hooooood

0ooa

Oo00o0oC0o0oon

0ooooon

0000 UPFUOOOOOO/TUN OO0

000 (KVM)[O

* J000000000Oa

* 0o0a

* JO0000OCOO0OOO
* 0000000

* 000000

« UPF 000

0000



* [0000000OUPFOODOOOO
* LXCO0I/0000000000O0apt-cacheO00

Proxmox []]

1. [0 API [

# [] Proxmox UI[JOOO - OO - API [0
# J0000root@pam!<TokenName>

# (000000000000

2. [0 Cloud-Init (0000000000000

0 Proxmox 000000000000 Ubuntu OO00000COOO cloud-init OO000O0O0



#!/bin/bash
set -e

TEMPLATE ID=9000

IMAGE URL="https://cloud-images.ubuntu.com/noble/current/noble-
server-cloudimg-amd64.img"
IMAGE="noble-server-cloudimg-amd64.img"

echo "=== [ Ubuntu OO0 ==="
cd /var/lib/vz/template/iso
wget -N "$IMAGE URL"

eChO W= DDI:”:”:' ==="
gm destroy $TEMPLATE ID --purge 2>/dev/null || true

echo "=== 00000 ==="
pvesm set local --content images,vztmpl,iso,backup,snippets

echo "=== [][J cloud-init [ ==="
mkdir -p /var/lib/vz/snippets
cat > /var/lib/vz/snippets/user-data.yml << 'USERDATA'
#cloud-config
ssh _pwauth: true
users:
- name: omnitouch
plain_text passwd: password
lock passwd: false
shell: /bin/bash
sudo: ALL=(ALL) NOPASSWD:ALL
groups: sudo
USERDATA

echo "=== 000000 ==="

gm create $TEMPLATE ID --name ubuntu-2404-template --memory 2048 -
-cores 2 --net0O virtio,bridge=vmbro

gm importdisk $TEMPLATE ID $IMAGE local-lvm

gm set $TEMPLATE ID --scsihw virtio-scsi-pci --scsi® local-
lvm:vm-${TEMPLATE ID}-disk-0

gm set $TEMPLATE ID --ide2 local-lvm:cloudinit

gm set $TEMPLATE ID --boot c --bootdisk scsi0

gm set $TEMPLATE ID --vga std

gm set $TEMPLATE ID --agent enabled=1

gm set $TEMPLATE ID --cicustom user=local:snippets/user-data.yml



gm template $TEMPLATE ID

echo "=== [J] $TEMPLATE ID [ ==="

0o

* (00000000000 omnitouch / password [ cloud-init 00000000000

* [0 Ansible 0000000000000C local users 0000
o [ddd tocal_users 000000000

o 00000000 password O00000000CO0 ‘password'[]
o SSH 000000000 public key OO
¢ --vga std [0 Proxmox Web 0000000

* wget [] -N [0000000000COO

0o0oon 1so Oooooo

Oo00o0o00o0oCOo0a

00 1000 Web UI 0000

e (00000 - 00O 1D 90000000ubuntu-2404-template
e (000000 Ubuntu Server 1ISO 0000 1ISO

e JO0O00OOSCSI OOoOvirtlo scsif

e JO032GBOoooscsl

e CPUO2 O

e 002048 MB

e [JOOVvirtlogOod vmbr0O

e JO0000OOO Ubuntu Server

00 20000000 - DO0o0



# [0 cloud-init
sudo apt update
sudo apt install cloud-init gemu-guest-agent -y

# (0000000
sudo cloud-init clean

sudo rm -f /etc/machine-id /var/lib/dbus/machine-id
sudo rm -f /etc/ssh/ssh host *

sudo truncate -s 0 /etc/hostname

sudo truncate -s 0 /etc/hosts

# [0 bash 0000000
history -c
sudo poweroff

00 3000 Cloud-Init (00000

00000 - 00 - 00 - CloudInit 00000000000 local-lvm[]
¢ Cloud-Init = JJJomnitouch [JJ[password

* [0 - 00 - QEMU 00000 - 00
+ 0000000 - 0000O

3. [0 LXC 000000 LXCh

# [] Proxmox [J[J shell [
pveam update
pveam download local ubuntu-24.04-standard 24.04-2 amd64.tar.zst



Jooood

00000 (proxmox.yml)

all:
vars:
proxmoxServers:
pve-node-01:

proxmoxServerAddress: 192.168.1.100

proxmoxServerPort: 8006

proxmoxRootPassword: YourPassword

proxmoxApiTokenName: ansible

proxmoxApiTokenSecret: "your-token-secret-uuid"
proxmoxTemplateName: ubuntu-2404-template

proxmoxTemplateId: 9000

proxmoxNodeName: pve-node-01

storage: local-lvm # [
pve-node-02:

# ... 0000000

# 0000 - 0000000000 cloud-init
local users:

admin_user:
name: Admin User
public key: "ssh-rsa AAAA..."
password: "optional-password"

mme :
hosts:
site-mme0Ol:
ansible host: 192.168.1.10
gateway: 192.168.1.1
vlanid: "100" # [

# 00000000 ‘password'



LXC [ (proxmox_Ixc.yml)

all:
vars:

proxmoxServerAddress: 192.168.1.100
proxmoxServerPort: 8006
proxmoxNodeName: ['pve-node-01', 'pve-node-02'] # 0000
proxmoxApiTokenName: ansible
PROXMOX API TOKEN: "your-token-secret-uuid"
proxmoxLxcOsTemplate: 'local:vztmpl/ubuntu-24.04-

standard 24.04-2 amd64.tar.zst'
proxmoxLxcCores: 2
proxmoxLxcMemoryMb: 4096
proxmoxLxcDiskSizeGb: 30
proxmoxLxcRootFsStorageName: local-lvm
mask cidr: 24
host vm network: vmbr0

# 0000 - 0O000000OO0OOO/Lxc 0o
local users:

admin_user:
name: Admin User
public key: "ssh-rsa AAAA..."
password: "optional-password" # 00000000 'password!

apt cache servers:
hosts:
site-cache:
ansible host: 192.168.1.20
gateway: 192.168.1.1
vlanid: "100" # [
proxmoxLxcDiskSizeGb: 120 # 00000

il
00000

ansible-playbook -i hosts/Customer/hosts.yml services/proxmox.yml



00 LXC 00

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox_Llxc.yml

J00d0/LXC

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox delete.yml

il

proxmox.yml

[0 Proxmox 0000000000
(o00000000RO00O0

Ooo0a

0000 'PO000 cloud-init

0000 tocal_users [0 cloud-init [0
00 VLAN 00

proxmox_Ixc.yml

O0C000oooo e oeo

0000000000000 LXC

O0C00o 1P 000

0000000 lecal_users J0000 sudo 00000 SSH OO0
00000 netplan

Oooooo

00 UPF [0



proxmox_delete.yml

« 1000000000009 99 0000/LXC
* (0000000000
* 20 000000

J00/LXC 00000
0000

0000 LXC 000000000000000 Proxmox (00

0003 0000ooo 5 0 MME[]

mme@l - pve-node-01 (index 0 % 3 = 0)

mme02 - pve-node-02 (index 1 % 3 = 1)

mmeO3 - pve-node-03 (index 2 % 3 = 2)

mme0@4 - pve-node-01 (index 3 % 3 = 0)

mme®5 - pve-node-02 (index 4 % 3 = 1)
Ooooa

1. Playbook 00000000000 mme [ sgw[]hss[]
2. 000000000000 oO
3. 000000 host index % number of nodes

4. J000000COoO
0o



# 00000 (proxmox.yml) - 0000000

proxmoxServers:
pve-node-01: { ... }
pve-node-02: { ... }
pve-node-03: { ... }

# 00 LXC (proxmox lxc.yml) - 000000
proxmoxNodeName: ['pve-node-01', 'pve-node-02', 'pve-node-03']

joad

0000 LXC 0oooooo

» [J0/00000000000 Ansible [
 (0000site name [0

ooo

site name: "melbourne-prod"
mme:

hosts:
melbourne-mme@1l: { ... }

000 000/LXC 00000 mme [ melbourne-prod

VY€ Proxmox Ul 00000000/000

juoad

Oo00o0o00o0a



hosts:
high-spec-host:
ansible host: 192.168.1.50
gateway: 192.168.1.1
proxmoxLxcCores: 8 # 0000
proxmoxLxcMemoryMb: 16384 # [0
proxmoxLxcDiskSizeGb: 100 # 00O



00000C000000000 ©mniCore OO00O0000COO0000 util playbooks/ 0OOOO0O00OO
0o0000000R0o0OO0

Juod

(] 0]
health check.yml OOO00000000000
restore hss.yml 00000 HSS O000/000

ip plan generator.yml 000 Mermaid 000000
get_ports.yml Ho000000000000C0OO
getLocalCapture.yml 0o00o0000o00
delete_local_user.yml  [00000CO000CO
updateMtu.yml 000000 MTU OO0 9ooo00oon

systemctl status.yml 00 EPC 00000000

Juoa

0= util playbooks/health check.yml

0000000000 OmniCore [ OmniCall 00000 HTML 00000

ansible-playbook -1i hosts/customer/host files/production.yml
util playbooks/health check.yml



(s /tmp/health _check YYYY-MM-DD HH:MM:SS.html

joodo
[0 o000
0000 000000000000

OmniHSS [JJO000Diameter 000

OmniDRA  Diameter (000000

OmniTAS  [00000000COCPU OO0

0CS KeyDB 000

HSS [

(s util playbooks/restore hss.yml

0000000 ©mniHSSOO0000000000C000000000

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/restore hss.yml

Huooon

[ NENEN 1l
000  hss dump <hostname> <timestamp>.sql omnihss 0000 MySQL [0

[ hss <hostname> <timestamp>.tar.gz /etc/omnihss U000



IP (00000

(0= util playbooks/ip plan generator.yml
OO00o0o0o0oo0

[0 IP 0000 NIC 00 NICO
* 00000
* J00000ODiameterGTPOPFCPOSIPOSS7[

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/ip plan generator.yml

Hoo
0d 0d 0o
/tmp/ip plan <customer> <site>.md Markdown 000000
/tmp/ip plan <customer> <site>.html  HTML 0000000000

Juoa

(= util playbooks/get ports.yml

0000000oD00oo0o0o0

ansible-playbook -1i hosts/customer/host files/production.yml
util playbooks/get ports.yml



jooo

0d ad

/tmp/all_ports.csv  [JO00000PO00COO000O0O CSV OO

./open ports.rst 00 Sphinx 000 reStructuredText ]
Oooon
a0 ad
aoo goooo
IP 000 ansible host IP [0

IPO0 IPv4 [ IPV6
00 TCP [J UDP
00 00000

0d aooo

Jooood

(0= util playbooks/getLocalCapture.yml

000000 /ete/localcapture OOOO00OO00OCOO0OCO

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/getLocalCapture.yml

(0= ./localCapturePcaps/<hostname>/*.pcap



Juod

(s util playbooks/delete local user.yml

Oo00o0bdOobotooooG

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/delete local user.yml

00: D000000000000a

MTU [[[]

(s util playbooks/updateMtu.yml

000000 ens166 000 MTU (00 9000000000

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/updateMtu.yml

00: 00000 ens166 JUO000O0UOO0COOOOO0COOOOO0CO0

Hobooooo
0000

ansible-playbook -i <inventory file> util playbooks/<playbook>.yml



jooo

ad 0o
-1 <inventory>  [J00000
--limit <hosts> 00000000
-v [ -wv [ -vvv 0ooooo
- -check Oo0000000COO00

--diff aooooo

il

# 00000000000
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/health check.yml

# 00000000 HSS
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/restore hss.yml --limit hssO1

# (000000CO IP OO0
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/ip plan generator.yml -v






