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[ Base URL: /fapi/vl ]

OmniUPF - eBPF User Plane Function API

buffer ~
ET /buffer Listall packet buffers .
‘ /buffer Clearallbuffers v |
ET /buffer/{far_id} Getbufferstatus for a specific FAR v
‘ /buffer/{far_id} Clear buffer for a specific FAR ~ |
P /buffer/{far_id}/flush Fiush buffer for a specific FAR v

[ Swagger Ul [][] OmniUPF API [J000000
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Swagger (0000000000
http://<upf-host>:8080/swagger/index.html
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### [0

OmniUPF APT [0000CCCCCOO00000000000COO0OCCCCCCOO0OOOPDR O URR OOOCO
0d

**0000000**0

1. =*0000oC+*0oo00
- “page (0000 1 00O
- “page_size [0000000CCO1660000106660

2. **0000000**0
- ~offset 00000000
- " limit" 00000000000016660

0000

" “bash

# 000000000000 56 0
GET /api/vl/pfcp sessions?page=2&page size=50

# 000000000 1ee 00000 56 [
GET /api/vl/pfcp sessions?offset=100&limit=50

# 000000000000 1ee O
GET /api/v1l/pfcp_sessions

0000



&#123;
"data": [
&#123; /* session object */ &#125;,
&#123; /* session object */ &#125;,

1,

“pagination": &#123;
“total": 5432,
"page": 2,

"page size": 50,
“total pages": 109
&#125;
&#125;

0000

e /api/vl/pfcp sessions - PFCP 000

e /api/vl/pfcp associations - PFCP [0

e /api/vl/routes - UEIP ][]

e /api/vl/uplink pdr_map - [0 PDROJOOOO

e /api/vl/uplink pdr map/full - 000 SDF 00000O0OO PDR

e /api/vl/downlink pdr map - [0 PDR IPv4Q00000

* /api/vl/downlink pdr map/full - 000 SDF 000000000 PDR 1Pv4
e /api/vl/downlink pdr map ip6 - [J[] PDR IPve[]00000

e /api/vl/downlink pdr map ip6/full - 0000 SDF 000000000 PDR 1IPv6
e /api/vl/far_map - 000000

e /api/vl/qer _map - QoS 000

* /api/vl/urr_map - 000000

0o0oooa

* GET /api/vl/buffer - 0000 FAR O000000CO

* GET /api/vl/buffer/:far id - [J000 FAR O0O0O0O0

e GET /api/vl/buffer/notifications - [JJ DLDR Q000
e DELETE /api/vl/buffer - 00000000

* DELETE /api/vl/buffer/:far id - 000 FAR 000



e POST /api/vl/buffer/:far id/flush - 00000000000
e POST /api/vl/buffer/:far id/notify - [J0JJJ DLDR ]

0000

e GET /api/vl/config - 000 UPF OO
e POST /api/v1l/config - [J0 UPF 000000000000
e GET /api/vl/dataplane config - 0000000000

0oooooa

e GET /api/vl/routes - [JJ UE OO0
e POST /api/vl/routes/sync - 00 FRR O0O0OOO

* GET /api/vl/routing/sessions - 000000
e GET /api/vl/ospf/database/external - [JJ OSPF [J0 LSA 00O

0000

e [0 Web Ul 0000 page size=100

* 000000000 page_size=100606 00000

* [JJ pagination.total pages [JUOOUOO
* [0 page_size {00 API 00000000

CORS [][]

000000 (CORS) 00000 AP 000000 Web Ul O00O0000COO000O API

Prometheus []]

(0 REST APIJOmniUPF [J] /metrics 0000000 :960906 000 Prometheus [0
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* JO000000OO0
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Q000 ad 0d
BPF_MAP TYPE HASH 00000000 [ TEID [J UE IP [J[] PDR
BPF_MAP TYPE ARRAY 00000000 [ ID 00 QER[JFAR[JURR

BPF_MAP_TYPE PERCPU HASH [ CPU [JOO0OOOC — 0O0OO PDR OO
BPF MAP TYPE LRU HASH LRUOOOOOOOOOO 0000000
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» [0 100 Gbps+ 0000
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xdp attach mode: offload

0o

« 00000 SmartNIC O
* 00 eBPF 00000
+ 0000 eBPF 000000000

2. XDP [J000000000O000O

N00€ € 0000000

+ eBPF [[I0000000000O0CO

* (000 sKBOOOOOOOOOCOOOO

e 000000 10-40 Gbps

* (000 XDP (00000O000000C0O0

0o

xdp_attach mode: native
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3. XDP 000

0ooo0ooooo

eBPF (000000 SKB 000
XDP 000000
0oo00ooooo
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0o

xdp attach mode: generic

0o

* [00ood

* 0000000 SR-10V O VM
* 0000000

* 000000

0001-5 GbpsOOOOOO0/000

XDP 00

eBPF (000 XDP 00000C000O0000OO000CO



0ooa 0d 0 OmniUPF (000

XDP_PASS O000000000CO O0000CoOOieMPOO000
XDP_DROP 000000 O00000O000CO00
XDP_ TX 00000000000 aoooa

XDP_REDIRECT  [00000CO0OOC UO00OCON3 « Né(d

XDP_ABORTED 000000000000O - eBPF OOOO

N
0000

OmniUPF ] eBPF (0000C00000CCO0O0O

. . qger_enforce . far_execute .
tail_call tail_call - tail_call = tail_call XDP_REDIRECT
- ) - . DD oos ) DD ) )

0ooa
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Ooooooooo
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N3 00 XDP [0 ‘ PDR [0 ‘ ‘ QER [0 ‘ ‘ FAR 00 ‘ ‘ URR [0 ‘ N6 00

GTP-U JO00TEID 56780
00 TEIDOOO uplink_pdr_map
| J (00 PDR]
00 FAR IDJQER IDJURR IDs
0000000MBR
[ [ooo
00 FAR 00
| (00oom
goGTP-ug
00 TTLO0000000
000000
XDP_REDIRECT [] N6 ]
(0000
000 GTP-U OOTEID=FAR_ID[
XDP_PASS 00000
[o0oom!
XDP_DROP
(000!
XDP_DROPOOOOOO
{000 PDR]
XDP_DROP[] TEID

N3 [0 XDP [0 ‘ PDR [0 ‘ ‘ QER [0 ‘ ‘ FAR [0 ‘ ‘ URR [0 ‘ N6 [0
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eBPF ][]
0ooooo

joad

OmniUPF [0 max_sessions JO000000000

PDR [0 = 2 x max_sessions ([0 + 0O0)
FAR [0 = 2 x max_sessions (OO0 + 0O0)
QER 00 = 1 x max_sessions (0J00O00)

URR 00 = 3 x max_sessions (00000 URR)

J00max_sessions = 65,535[]

« PDR 0000 131,070 [0
« FAR [0131,070 [

« QER [J0065,535 [

« URR [J0131,070 [

0ooa

PDR 03 x 131,070 x 212 B = ~83 MB
FAR [0 131,070 x 20 B = ~2.6 MB
QER [0 65,535 x 36 B = ~2.3 MB
URR [JO0 131,070 x 20 B = ~2.6 MB

000~91 MB 0000
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OmniUPF [00000C0O0000000000 GTP-U O00CCOOO0 UDP O00o0OOCCOO0O

jooo

Parse error on line 10: ...0J00<br/>000FAR_ID - [10001 end -------------=--------- ~
Expecting 'SQE', 'DOUBLECIRCLEEND', 'PE', '-)', 'STADIUMEND',
'SUBROUTINEEND?, 'PIPE', 'CYLINDEREND', 'DIAMOND_STOP', 'TAGEND',
‘TRAPEND', 'INVTRAPEND', 'UNICODE_TEXT"', 'TEXT', 'TAGSTART', got 'SQS'

Huooon

000COOOFAR 000 2 0000eBPF OO0

1. 000000000

orig packet len = ntohs(ip->tot len); // [0 IP 00O

2. 000000

// 0000 IP + UDP + GTP-U 0000

gtp encap size = sizeof(struct iphdr) + sizeof(struct udphdr) +
sizeof(struct gtpuhdr);

bpf xdp adjust head(ctx, -gtp encap size);

3. (000 1P OO0



ip->saddr = original sender ip; // 00000000000

ip->daddr = local upf ip; // 000000000000 IP
ip->protocol = IPPROTO UDP;
ip->ttl = 64;

4. [0 UDP ]

udp->source = htons(22152); // BUFFER UDP_PORT
udp->dest = htons(22152);

udp->len = htons(sizeof(udphdr) + sizeof(gtpuhdr) +
orig packet len);

5. 00 GTP-U [0

gtp->version = 1;
gtp->message type = GTPU G PDU;
gtp->teid = htonl(far _id | (direction << 24)); // 00 FAR ID [

0
gtp->message length = htons(orig packet len);

6. 00 XDP_PASS[]

° 0000000000 UDP 00000 22152
o [II€<€0000000000000

Huooon

U00CO0OSME 00 FAR 000 BUFFER 000000000CO0OO



Hooood
0d aod ad
OFAR [0 10,000000 OO FAR 0000COOOO
ada 100,000 000  DODOOCOOOO
jooTTL 300 0o00o0o00o0
aooo 22152 0000000 UbP OO0
000000 60 ] Oo00o0o00o

0P REDMRECT [] e



QoS []]
000000

OmniUPF (00 0000000CC D00 QosO

Parse error on line 5: ...= packet _size x 8 x (NSEC_PER_SEC / rate ---------------
-------- ~ Expecting 'SQE', 'DOUBLECIRCLEEND?, 'PE', '-)', 'STADIUMEND',
'SUBROUTINEEND?, 'PIPE', 'CYLINDEREND', 'DIAMOND_STOP', 'TAGEND',
‘TRAPEND', 'INVTRAPEND', 'UNICODE_TEXT', 'TEXT', 'TAGSTART', got 'PS'

Joooo

00000 ger.h {0



static _ always_inline enum xdp action limit rate sliding window(
const  u64 packet size,
volatile  u64 *window start,
const  u64 rate)

static const  u64 NSEC PER SEC = 1000000000ULL;
static const  u64 window size = 5000000ULL; // 5ms [

// 00 = 0 00000
if (rate == 0)
return XDP PASS;

// 10000000000
__ub4 tx time = packet size * 8 * (NSEC PER SEC / rate);
__u64 now = bpf ktime get ns();

// 00000000C000000C000000
__u64 start = *window start;

if (start + tx_time > now)
return XDP_DROP; // [0

// 0000000000

if (start + window size < now) {
*window start = now - window size + tx time;
return XDP_ PASS;

}

// 00000000000
*window start = start + tx time;

return XDP_ PASS;

0000

* [00005ms[15,000,000 OO0
* [O0000O0OoOOO0G

* [000000OOOOOOOOOCO

« MBR = 00000000



QoS [

OO0OMBR = 100 MbpsOO0000 = 1500 00

1. 00000

tx_time = 1500 0 x 8 [0/00 x (1,000,000,000 ns/sec +
100,000,000 bps)
tx _time = 1500 x 8 x 10 = 120,000 ns = 120 us

2. 00000

o 0000000000 t=6 00000000000 t=126us OO
o 000000 t=1eéus O000000COO
° (00000 t=156us 0000000000000

3. (J000C0oa

Max PPS = (100 Mbps + 8) + 1500 [0 = 8,333 [000/0
00000 = 120 us

Juod

0
0o aoa 0o0/0 0o
XDP [JSmartNIC[] 100 Gbps 148 Mpps <1us
XDP [J[J]10G NICOOOO 10 Gbps 8 Mpps 2-5 s

XDP [JJJ10G NIC4 00 40 Gbps 32 Mpps 2-5 us

XDP [ 1-5 Gbps 0.8-4 Mpps  50-100 ps



jooo

O00000000XDP 0000
1l 1l
NIC RX 0.5 us
XDP 0000 0.1 ps

PDR 00000 0.3 ps

QER 000 0.1 s
FAR [ 0.5 s
URR [ 0.2 us

GTP-U[OD/000 0.8 s

XDP_REDIRECT 0.5 ps

NIC TX 0.5 s

000000000 ~3.5 wsOXDP 0010G NICH

CPU [0

0oooooa

* [008-10 Mpps[XDP (00

* 00000012-15 Mpps
* (000CO00000O 8 O

000000 €PU 0000

ad

0.5 us

0.6 us

0.9 us

1.0 ps

1.5 pus

1.7 us

2.5 us

3.0 us

3.5 us



CPU % = (00000 / 10,000,000) x 100% [
0002 Mpps 0000 ~20% 00000

joad
eBPF (000

* [0000~100 nsO00000
* [J0000~300 nsOOooo00
* J0000~50 nsO0000000

0oooooa

00 = 00000 = (O000000 + 0000 = 64 [00)

00010 Mpps % (1500 B + 3 [ x 64 B) =~ 160 Gbps [0

Hooooon
0000

00 UPF 00

Setting SMF as parent of SMF would create a cycle

00000

 SMF [J UPF 00000000
* [0 UPF 0000 VE 000
* (00 UPF 000000000



jooo

CPU 00

1. 00 XDBP 000 CPU 000
2. [J0 RSSOO0O00O0O RX OO
3. [J eBPF 0000000CO

NIC 000

1. 00 RX 0000000
2. 0000 NICORSS(]
3. (0000000000

0000

# [0 eBPF J0O0O0O0O0OOCO
ulimit -1 unlimited

# 00 IRQ OOO0OO XDP (O
systemctl stop irgbalance

# [0 CPU JO0OO0OOOO
cpupower frequency-set -g performance

# 00000000
sysctl -w net.core.rmem max=134217728
sysctl -w net.core.wmem max=134217728

joad

0o

00 CPU OO0 = (OO PPS + 16,000,000) x 1.5 (56% 00)
0000 = (0000 x 212 B x 3) + 100 MB (eBPF [0 + 0O0O)
0000 = (00000 = 2) + 16 Gbps (CO0O)

000100 (000020 Gbps 0000



e CPU: (20 Gbps + [J[J 10 Gbps) x 1.5 = 3-4 []
e [I: (1M x 212 B x 3) + 100 MB = 750 MB
e []: (20 Gbps x 2) + 10 Gbps = 50 Gbps ][]

Juoa

. - 00 UPF 00000

. - PDROFAROQERJURR 0000
. - 0000000

. - 000000

- 0000000
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Control Plane

OmniSMF

OmniPGW-C OmniSGW-C
(5G)

(4G) (4G)

N4 PFCP Sxb PFCP Sxc PFCP

OmniUPF Unified

Hooo

00000 0000 (SMF, PGW-C [J SGW-C) 000000000 OmniUPF [0 PFCP 000000000000
[] OmniUPF [0

0oooo

« OmniUPF 0000000000000 PFCP OO
« [0 OmniUPF 00000000 UPFOPGW-U [ SGW-U

* [O00C0OOOOOOoOOOOoOO

XDP 00

OmniUPF [JJ XDP (eXpress Data Path) 00000000C00000CCO000

00000 XDP 000000000 Proxmox [N000000OCOO00O <& & LD



joad

O
0 0o
O

(0o
0 0o0 (@
. 0000 (oo
O
0 NiCOo

M (SmartNIC)

ad

~1-2 Mpps

~5-10
Mpps

~10-40
Mpps

0o

Hoooooooa

00 (00000 SR-10V
0 VM)

Ooooon

NIC [

OO NIC

00 XDP 000

00 XDP 000
SmartNIC

XDP Program
Driver

XDP Program
Stack



0o0o (oo)
OO0XDP 00000000000
000

« 000 00 0000

* [O000000OO0

* J00000000O

+ [O00DO00OOOODOOOOO

0o

* (000 (~1-2 Mpps 0000)
* (000 XDP 0000000000

0o

xdp attach mode: generic

0oooo

* (00 SR-10V 0000
* 0000000

* (00 XDP 00O NIC
e [J ProxmoxJVMware[JVirtualBox 00000000

0aoo (oo
O00XDP O0000000000
000

* 000 (~5-10 Mpps J000)
 J00000000DOCO0
» (000000000



* 0000000 SR-10V 000

0o

 199e00 XDP 00000
* (000 NIC/0000000 XDP

0o

xdp_attach mode: native

0000

* 00000000
« [0 SR-IOV 000000
e [0 XDP JO00O0 NIC ([J IntelJMellanox [])

0o

* [0 XDP 00000 (O )
 Linux [0 5.15+ 000 XDP (00

0000 (Oooo)
OO0XDP 00000 SmartNIC 00000
000

* (000 (~10-40 Mpps)
* (00000 CPU 0000

* [0ood

* [0 CPU 0000OOCO

0o

e [J0000 SmartNIC ][]
e« SmartNIC 0000



* Q000000

0o

xdp_attach mode: offload

0000

* 0000000000

* 00000000000

« CPU [00OOOO

0o

e [ XDP J00 SmartNIC ([J Netronome Agilio CX[JMellanox BlueField)

* 0000000

Hond
0000

1l
interface name
n3 address

n9 address

0o

0d

N3/N6/N9 000000 (XDP O00)

N3 00 IPv4 00 (OO0 RAN [J GTP-

U)

N9 OO0 IPv4 00 (UPF O UPF [J
ULCL)

IP

IP

0d

[lo]

127.0.0.1

[0 n3 address []
0



interface name: [eth@, ethl]

n3 address: 10.100.50.233
n9 address: 10.100.50.234

PFCP [
0d
pfcp address
pfcp node id
pfcp remote node

association setup timeout
heartbeat retries
heartbeat interval

heartbeat timeout

0o

pfcp address: :8805

pfcp node id: 10.100.50.241

pfcp remote node:

- 10.100.50.10 # OmniSMF

0o

PFCP 00000000
(N4/Sxb/Sxc [J0)

PFCP 000000 1D

000000 PECP OO0
(SMF/PGW-C/SGW-C)

0000000000000 ()

0o00000t00oo0o0on

PFCP 0000 (O)

PFCP 0000 (O)

- 10.100.60.20 # OmniPGW-C

heartbeat interval: 10
heartbeat retries: 5

0o

[
0o

IP

g

0o

0o

ad

g

0d

: 8805

127.0.0.1

[]



API [

0d 0d

api address REST API 00000000

metrics address Prometheus JO0IN€€€000 (0

0000 (trace, debug, info, warn,

1 ' 1 1
ogging leve error)

0o

api address: :8080
metrics address: :9090
logging level: debug

GTP (000
o o0
gtp_peer GTP 00000000000000000

gtp echo interval  GTP 000000000 (O)

0o

gtp peer:

- 10.100.50.50:2152 # gNB

- 10.100.50.60:2152 # 0O UPF OO N9
gtp echo interval: 15

gd

ad

ad

a0 oo
D :8080
0
) g 19090
0
L0 info

oo

[]

10



eBPF (][]0

ad 0d

max_sessions  [JO00000

pdr map size PDR eBPF 0000
far map size  FAR eBPF 0000
ger _map size  QER eBPF [JO000

urr map size URR eBPF 0000

00000000000 e (O0) 000 max_sessions O0000000000C0O00C0O0CO0OOO

0o

max_sessions: 100000
# J00000006eer

# PDR: 200,000 [0

# FAR: 200,000 (0

# QER: 100,000 [0

# URR: 200,000 O

0ooooood

max_sessions: 50000

pdr map size: 131070 # 0000
far map size: 131070

ger map size: 65535

urr map size: 131070

0d

ad

0d

oa

0d

0d

0o

65535

0ooa

Oo0oooon

max_sessions

max_ sessions

max_sessions

max_sessions

x 2

x 2



Hooon

0o ad
buffer_port 0000 eBPF 0000000 UDP 00
buffer max packets 00 FAR 000000000
buffer_max_total 000000000 (0=[00)

buffer packet ttl

000000 TTLORO (0=000)

buffer cleanup interval [O00000000 (0=000)

0o

buffer port: 22152
buffer max packets: 20000
buffer max total: 200000
buffer packet ttl: 60
buffer cleanup interval: 30

joad

0o

feature ueip
ueip pool

feature ftup

teid pool

ad 0d
00 OmniUPF 0 UE IP [0 0
UEIP OO0 IP O (OO feature ueip) CIDR
00 OmniUPF [ F-TEID [ 0
F-TEID OO0 TEID 000 (OO M

feature ftup)

ad

ad

0d

0o

ad

0o

ad

22152

10000

100000

30

60

ad

false

10.60.0.0/24

false

65535



0o (VE 1P 00O

feature ueip: true
ueip pool: 10.45.0.0/16 # 00000 UE IP

00 (F-TEID (00

feature ftup: true
teid pool: 1000000 # OO0 IM TEID (0

NN

000 FRR (Free Range Routing) 000000 VE 00000CCO0O0OO

ad 0d

route manager enabled 0000 UE 0000

00000000 (fre O
i)

route manager type

route manager vtysh path  vtysh 00000

route manager nexthop UE (00000 P

ooo

route manager enabled: true

route _manager type: frr

route _manager vtysh path: /usr/bin/vtysh
route manager nexthop: 10.0.1.1 # UE Q00000

0000

ad

0d

0o

0o

P[]

[

ad

false

frr

/usr/bin/vtysh

()



* 0000000 UPF OO0
[ OSPF [ BGP 000000
* 0000CCO FRRouting 0000

Houn
YAML (000 (00)

U: config.yml



# (000
interface name: [ethO]

n3 address: 10.100.50.233
n9 address: 10.100.50.233
xdp _attach mode: native

# PFCP (0
pfcp address: :8805
pfcp node id: 10.100.50.241
pfcp remote node:
- 10.100.50.10

# API 00

apli_address: :8080
metrics address: :9090
logging level: info

# 0
max_sessions: 100000

# GTP 0O
gtp peer:

- 10.100.50.50:2152
gtp echo interval: 10

# [0

feature ueip: true

ueip pool: 10.45.0.0/16
feature ftup: false

# [0
buffer max packets: 15000
buffer packet ttl: 45

Joooobboon
il

OmniUPF [000CCCCCCCCCCCCCCCCOXDP Oooooooooooooooooooooooog



000 Proxmox (0000000000000 XDP 00000000 »#5# HHiiig

Packet Path

Yoo

N\

offload mode

0000

\

native mode

00a

N

generic mode

1l

Proxmox VE
000000

1. 0000 (00 XDP)
00000 VM 00

0o

e [(0O00OVirtlO [] EL000
e XDP [J0generic



e J00~1-2 Mpps

Proxmox VM [][]

0000: net®
0d: virtIO (0Oo)
00: vmbro

OmniUPF [

interface name: [ethO]
xdp _attach mode: generic

2. SR-10V [J] ([ XDP)
HO000000
{od

* 0O000SR-10OV 0000
e XDP[JQnative

* [00~5-10 Mpps
ooa

e [0 SR-IOV [ NIC ([] Intel X710[JMellanox ConnectX-5)
e [] BIOS []] SR-IOV
e 00 IOMMU (intel iommu=on [] amd iommu=on [] GRUB [])

[] Proxmox [][J[] SR-IOV[]



# [J0 GRUB [I[]
nano /etc/default/grub

# (000 GRUB CMDLINE LINUX DEFAULT:
intel iommu=on iommu=pt

# [0 GRUB (00

update-grub
reboot

# [0 NIC 000 VFs (0000 ethe O 4 0O0O000)
echo 4 > /sys/class/net/eth0/device/sriov_numvfs

# 10000
echo "echo 4 > /sys/class/net/eth0/device/sriov_numvfs" >>
/etc/rc.local

chmod +x /etc/rc.local

Proxmox VM []]]

00 - 00 - PCI OO
0o: SR-IOV 0000
aooo: 0

[] GPU: []
PCI-Express: [0 (0O0)

OmniUPF [0

interface name: [ensl1lf0] # SR-IOV VF [
xdp_attach mode: native

3. PCI [0 (OO0 XDP)
000000 VM 0000 NIC
0o

* (000 NIC OO0 vM



« XDP [00native [ offload (OO0 SmartNIC)
* [00~5-40 Mpps (000 NIC)

Proxmox VM []]]

00 - 00 - PCI OO

00: 00 NIC (J0pDe060:01:00.0)
aooo: 0

[] GPU: []

PCI-Express: []

OmniUPF [

interface name: [ensl1f0]
xdp_attach mode: native # [] 'offload' [0 SmartNIC

KVM/QEMU

0000

virt-install \
--name omniupf \
--network bridge=br0,model=virtio \
--disk path=/var/lib/libvirt/images/omniupf.qcow2 \

SR-10V [

<interface type='hostdev' managed='yes'>
<source>
<address type='pci' domain='0x0000' bus='0x01l' slot='0x10"'
function='0x1"'/>
</source>
</interface>



VMware ESXi
00 vSwitch (00 XDP)[]

« [QOII00VMXNET3
e XDP Q00generic

SR-I0V ([0 XDP)[]

« [ ESXi 0000000 SR-I0V

[0 SR-10V 00000000 VM
e XDP[JOQnative

Microsoft Hyper-V
00000 (00 XDP)]

* (0000000
e XDP [J0generic

SR-I0V (0 XDP)[J

e [J Hyper-V 00000 SR-IOV
* 0000000000 SR-10V
e XDP[JJ0native

VirtualBox

NAT/0000 (000 XDP)(

o [00000OVirtlO-Net [] Intel PRO/1000
e XDP Q00generic
e [00OVirtualBox [[] SR-IOV



NIC [

00 Mpps 0000

000000 (Mpps) 0000 (Gbps) 000000 - DO000OCOO0O0OCOO0O0OCOODO0OCO0000O
00 VolP O00000CO00O

0ooo0oootooo

U00CO0OUPE 0N3 00000 GTP-U 000000000 N6 0000o0o 1P 0ooo
GTP-U (000 (N3 000

e 00 1Pv4 020 OO

* [0 UDP [JO8 [0
 GTP-U []J8 [

0 GTP-U 0036 00

00 GTP-U J00 (N3)[

e 00 1P 020 00O (1Pv4)
(0 UDP 18 (€@
00000001 o0
0000000029 o0

00 GTP-U (0036 [0
00o00ooes oo

0 1 Mpps 0000000 GTP-U 0000

65 00 x 1,000,000 pps x 8 /00 = 520 Mbps

00 GTP-U 00 (N3J1500 MTU)[J

* 00 1P MTU[J1500 [0 (0000 1P 0oo)
* 00 GTP-U (0036 [0
* (0000001536 00



0 1 Mpps 00000000 GTP-U 0000

1536 [J x 1,000,000 pps x 8 [0/00 = 12,288 Mbps = 12.3 Gbps

00 1P 000 (N6 000
0 N6 (00000) 00000000 1PO00 GTP-ud
00 Né (000

* 1P [J020 [0
« UDP 018 [0

* 00000001 00
* (0029 00

0 1 Mpps 0000000 N6 0000

29 [0 x 1,000,000 pps x 8 [J/00 = 232 Mbps

00 N6 00 (1500 MTU)[]

* IP MTU[1500 ]
* 0001500 00

0 1 Mpps (0000000 N6 0000

1500 [0 x 1,000,000 pps x 8 [I/00 = 12,000 Mbps = 12 Gbps

0oooon

Intel X710 NIC (N3 [JJJ 10 Mpps 00O



0ooa 0o0oooa GTP-U [0 10 Mpps [ 0ooa

VoIP [ 65-150 [ 101-186 [ 0.8-1.5 AMR-WB 100
(N3) Gbps G.711
O0000 3.5-5.1
(N3) 400-600 0  436-636 [ Gbps HTTP/HTTPS[O
0o
(N3) 1200 [ 1236 [ 9.9 Gbps 00 2024 000
00 (N3) 1400-1450 1436-1486 11.5-11.9 HD/4K [0

a0 ao Gbps
00 MTU
(N3) 1500 g 1536 [ 12.3 Gbps 00 TCP [0

0 N6 [0 (00 P00 GTP-U)[

aooo 0000 10 Mpps [0 0ooa

VoIP 000 65-150 [I[] 0.5-1.2 Gbps 00 RTP [

Iy 400-600 [0 3.2-4.8 Gbps HTTP OO

0ooo 1200 [ 9.6 Gbps [0 2024 [[]
0oo 1400-1450 ] 11.2-11.6 Gbps [
OO0 MTU 1500 [ 12.0 Gbps 00000

0 10 Mpps (000000 (1200 000)000 ~10 Gbps (JO0 0 N3 0 N6 (000

Oo00o0000o0

0000000000000 0000 GTP-U 0 (36 00) 0000000000000



0000000 (D000omO

« VoIP (AMR-WB [J[J[J0)[65-80 [0 = [ GTP-U: 101-116 [
O0000000050-200 OO - 00 GTP-U: 86-236 [

0000 (HTTP/3)[1400-800 [0 -~ [ GTP-U: 436-836 [
O0001200-1450 [0 - O GTP-U: 1236-1486 [I[]
000001500 00 - 00 GTP-U: 1536 [

GTP-U (00000

« 000 (< 200 O0M0O~35-70% [0 - Mpps 00000
* (0000 (200-800 [J0)0~5-20% (10 - 0000
* 0000 (> 1200 Omi~3% [0 - 000000000

ooooa
000 10 Mpps [ NIC [1 N3 0000000

* VolIP [J00 (100 J00000M0O~1.0 Gbps (GTP-U O000)
« (00000 (1200 0O0000000)D~9.9 Gbps

« (00000 (1400 000000MO~11.5 Gbps

« (0000 (1500 000000ma~12.3 Gbps

0 N6 [0 (0 GTP-U 000

« (00000 (1200 O000m0~9.6 Gbps [1 10 Mpps
« (0000 (1500 0000m0~12.0 Gbps [J 10 Mpps

€9 €[ UPF 000000

* 000000 (VolPOOOOOOmOMpps 00O - 00O 10 Mpps [J 1-2 Gbps
« (00000 (1200 000MO000 10 Mpps 000 9-10 Gbps

+ 000000 (000000000 10 Mpps 000 10-12 Gbps
0000 N3 [0 N6 - N3 [ GTP-U [JOON6 00

0oooooa

[0 1200 000000000 (DOO0000C0OooO



NIC Mpps ([ N3 [00 (GTP-U) N6 [J0 (00 IP) 0ood

1 Mpps ~1.0 Gbps ~1.0 Gbps HO00000o000
5 Mpps ~4.9 Gbps ~4.8 Gbps Uoo0ooo

10 Mpps ~9.9 Gbps ~9.6 Gbps Ud00oodo
20 Mpps ~19.7 Gbps ~19.2 Gbps Uo0ooooa
40 Mpps ~39.4 Gbps ~38.4 Gbps 000000000

000000000 1200 fO00O000OCODOODO0DOUOOODOODoODOoDODooDOoDODo00o0on

XDP (00000

OmniUPF (00 XDP 00000000 00 O 00 0000000000 00 NIC

Intel NICs

0d 1l XDP O 0O 0o

Intel X710 i40e M 00 ~10 Mpps
Intel XL710 i40e i 00  ~10 Mpps
Intel ES810 ice [ 00 ~15 Mpps
Intel 82599ES ixgbe M 00 ~8 Mpps
Intel 1350 igb [0 00 ~1 Mpps
Intel EF1000 el000 [] 00  ~1 Mpps

Mellanox/NVIDIA NICs



ad

Mellanox ConnectX-5

Mellanox ConnectX-6

Mellanox BlueField

Mellanox ConnectX-4

Broadcom NICs

ad

Broadcom BCM57xxx

Broadcom NetXtreme Il

0ooa

ad

Netronome Agilio CX

Amazon ENA

Solarflare SFC9xxx

VirtlO

00 XDP [ a0
miIx5 [] 00
mix5 [] Hl
mix5 [] 0o + 00
mix4 [0 00

0d XDP [0 00O
bnxt en [J 00
bnx2x i o

ad XDP [0 0O
nfp 0 0o
ena 0 0o
sfc 0 0o
virtio net [ i

0d

~12 Mpps

~20 Mpps

~40 Mpps

~2 Mpps

0o

~8 Mpps

~1 Mpps

ad

~30 Mpps

~5 Mpps

~8 Mpps

~2 Mpps



0 NIC XDP [

00000000 XDP(]

# [J0 NIC [
ethtool -i eth@ | grep driver

# (00000 XDp (0

modinfo <driver name> | grep -i xdp

# [0 Intel i40e
modinfo i40e | grep -i xdp

00 XDP (0000

# [0 XDP 000000
ip link show eth® | grep -i xdp

# 0000 (XDP (10) :
# 2: ethO: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 xdp qdisc mq

000000 NIC

[0 1200 000000000 (DotOoma



g

00/00

0odn

0o00/00a

0ooa

0ooo

Proxmox VM
(1))

Proxmox VM
(SR-I0V)

0o0oon

* [0 1200 0000000000 GTP-U OO0 (N3 [0 1236 [0)

00 NIC

[0 NIC (VirtlO,
E1000)

Intel X710, Mellanox
CX-5

Intel E810, Mellanox
CX-6

Mellanox CX-6, Intel
E810 ([])

Mellanox BlueField,
Netronome Agilio

VirtlO

Intel X710/E810 VF,
Mellanox CX-5 VF

Mpps []

1-2
Mpps

5-10
Mpps

10-20
Mpps

20-40
Mpps

40+
Mpps

1-2
Mpps

5-10
Mpps

* N6 0000 (~9.6 Gbps 1 10 Mpps) 0000 GTP-U 00
+ (0000000000 - Vel P OO000OOC0OOOO

joad

00 XDP (00

0o
(N3)

1-2
Gbps

5-10
Gbps

10-20
Gbps

20-40
Gbps

40+
Gbps

1-2
Gbps

5-10
Gbps

0ooa

0ooo
[]PoC

0000

0000
0o

0000
0aa

0ooo

0o

00 vMm


https://www.iovisor.org/technology/xdp
https://www.kernel.org/doc/html/latest/networking/af_xdp.html

NIC 00000

Houn
00 100000 (0000)

000000 SR-10V 00000000000 OmniUPF

# U000
interface name: [ethO]

xdp attach mode: generic
api address: :8080

pfcp address: :8805

pfcp node id: 127.0.0.1
n3 address: 127.0.0.1
metrics address: :9090
logging level: debug
max_sessions: 1000

00 2000000 (0o00)

00000 Intel X710 NIC 0000000000 UPF


https://docs.cilium.io/en/stable/operations/performance/tuning/
https://github.com/iovisor/bcc/blob/master/docs/kernel-versions.md#xdp

# (000000
interface name: [enslf0, enslfl] # N3 [J ens1fO[N6 [] ensl1fl

xdp_attach mode: native
api address: :8080
pfcp address: 10.100.50.241:8805
pfcp node id: 10.100.50.241
n3 address: 10.100.50.233
n9 address: 10.100.50.234
metrics address: :9090
logging level: info
max_sessions: 500000
gtp peer:
- 10.100.50.10:2152 # gNB 1
- 10.100.50.11:2152 # gNB 2
gtp echo interval: 30
pfcp _remote node:
- 10.100.50.50 # OmniSMF
heartbeat interval: 10
feature ueip: true
ueip pool: 10.45.0.0/16
buffer max packets: 50000
buffer packet ttl: 60

[ 3[JProxmox VM [] SR-10V ([1111)

(000 Proxmox VM [[] SR-IOV 00000 UPF



# Proxmox SR-IOV [
interface name: [ensl1lf®] # SR-IOV VF
xdp_attach mode: native
api address: :8080
pfcp address: 192.168.100.10:8805
pfcp node id: 192.168.100.10
n3 address: 192.168.100.10
metrics address: :9090
logging level: info
max_sessions: 100000
gtp peer:
- 192.168.100.50:2152
gtp echo interval: 15
pfcp remote node:
- 192.168.100.20 # SMF

(0 40PGW-U [[] (4G EPC)

000OmniUPF [J 4G EPC Q0000 PGW-U

# PGW-U OO
interface name: [ethO]
xdp attach mode: native
api address: :8080
pfcp address: 10.200.1.10:8805
pfcp node id: 10.200.1.10
n3 address: 10.200.1.10 # S5/S8 [0 (GTP-U)
metrics address: :9090
logging level: info
max_sessions: 200000
gtp peer:
- 10.200.1.50:2152 # SGW-U
gtp _echo interval: 20
pfcp remote node:
- 10.200.2.10 # OmniPGW-C (Sxb )
heartbeat interval: 5



00 50000 (00 UPF + PGW-U)

000OmniUPF 000 5G 0 4G 000000

# 10000
interface name: [ethQ, ethl]
xdp_attach mode: native
api address: :8080
pfcp address: :8805
pfcp node id: 10.50.1.100
n3 address: 10.50.1.100
n9 address: 10.50.1.101
metrics address: :9090
logging level: info
max_sessions: 300000
gtp peer:
- 10.50.2.10:2152 # 5G gNB
- 10.50.2.20:2152 # 4G eNodeB ([JJ SGW-U)
gtp echo interval: 15
pfcp _remote node:
- 10.50.3.10 # OmniSMF (5G)
- 10.50.3.20 # OmniPGW-C (4G)
heartbeat interval: 10
feature ueip: true
ueip pool: 10.60.0.0/16

(1 6[1SmartNIC [0

00000 Netronome Agilio CX SmartNIC 00000000



# SmartNIC 000
interface name: [enplsOnp@®] # SmartNIC [
xdp_attach mode: offload
api address: :8080
pfcp address: 10.10.1.50:8805
pfcp node id: 10.10.1.50
n3 address: 10.10.1.50
metrics address: :9090
logging level: warn # 000
max_sessions: 1000000
pdr map size: 2000000
far map size: 2000000
ger _map_size: 1000000
gtp peer:

- 10.10.2.10:2152

- 10.10.2.20:2152

- 10.10.2.30:2152
gtp _echo interval: 30
pfcp remote node:

- 10.10.3.10
heartbeat interval: 15
buffer max packets: 100000
buffer max total: 1000000

Hoboooood
000000 (O0)

00 max_sessions [ OmniUPF Q00000000

max_sessions: 100000
# 1000000

# PDR: 200,000 0 (2
# FAR: 200,000 0 (2
# QER: 100,000 [ (1
# URR: 200,000 [0 (2

X

max sessions)
max_sessions)
max_sessions)
max_sessions)

X

X X



00000~91 MB [0 100K [0

Joooo

Oo00o0oo0o0ooooa

max_sessions: 100000

pdr_map _size: 300000 # [O0000000 PDR
far map size: 200000

ger _map size: 150000 # [O0000 QER
urr_map _size: 200000

joad

0ooooood

Max Sessions = min(
pdr map size / 2,
far map size / 2,
ger map size

)

0o

e PDR [J00200,000
* FAR [J[JJ200,000
* QER [JJ0100,000

Max Sessions = min(100,000, 100,000, 100,000) = 100,000

joad
00000000



PDR: 2 x 212 B =424 B
FAR: 2 x 20B =408
QER:1 x 36 B=36B
URR: 2 x 20B =408B
00: ~540 B 000

00 100K [00~52 MB 0000

00000000000000 2x 0o00a

# 000000
ulimit -1

# 000000 (eBPF 0O0)
ulimit -1 unlimited

Juoa

. - eBPF/XDP 000000000

. - PDROFARJQERURR [
. - 0000000000

. - J00 Prometheus 000

. - J00000

. - UPF 000000



000000 OmniUPF [J /metrics 00000000 Prometheus [0

Juod

- PFCP [0 - DO00OO000DO0OO0O00CO

- XDP [0 - 00O000OCO0OO0O0O0O0G

- 00000 - D0UOo0ODOo00on

- PFCP 100000 - 0000000000000

- URR [ - I PFCP (00000000000

- 0000000 - o0OD0OoOo0oo0

- 000000000000 - PRCP 000000000 FAR OOCO
- eBPF 00000 - eBPF 0000000O

0o N o U A WN K

0L
PFCP (000

0000 UPF 0000000000 PRCP O0O0OOCO



0ooa

upf_pfcp_rx

upf_pfcp tx

upf_pfcp _rx_errors

upf_pfcp_rx_latency

000 000000000 PRCP ODOD0ODO00CUO0OCODOOD0O00D0O0G

XDP 000

0 XDP 0000/00000000C00000OD0OR00O0DOR00O

aooo

upf xdp_aborted

upf xdp_drop

upf xdp_pass

upf_xdp_tx

upf xdp_redirect

[

ad

aoa

0o

aoa

aoa

0o

0d

message name,

peer address

message name,

peer address

message name,

cause code,
peer address

message type,

peer address

0o

0d

000000000000
PFCP 0000

000000000000
PFCP 0000

Oo00o0o0Oo0ooOo0a
0o PFCP 0000

00000000000 PECP O
00000000050, p9O,
P99 0000

0  000000000OXDP_ABORTED(]

0  00000000COXDP_DROPO

0  00000000000OXDP_PASS[

0  O00000000OXDP_TXM

0  00000000COOXDP_REDIRECT]



Hooon

000000000C00000000000 packet_type (0O

Hood 00 U0 00
upf_rx 000  packet_type  [O000000COCO

upf_route [J00 packet type 0000000000000

upf_rx packet_type ][]

e arp - ARP 0

e icmp - ICMP 00O

e icmp6 - ICMPV6 [0

e ip4 - IPv4 00

e ip6 - IPV6 0

e tcp - TCP OO0

e udp - UDP 00

* other - 0UOOOOO

* gtp-echo - GTP 0000/I0

* gtp-pdu - GTP-U PDUNNO00000
e gtp-other -0 GTP QOO0

* gtp-unexp - 00/OOOOO GTP 00O

upf_route packet_type [I[]

e 1ip4-cache - IPv4 00000
e 1ip4-ok - IPv4 FIB 0000
e ip4-error-drop - IPv4 FIB 000000OOOOO

e ipd-error-pass - I1Pv4 FIB 000000000000
e ip6-cache - IPv6 (00000

e ip6-ok - IPv6 FIB (000
e ip6-error-drop - IPv6 FIB OO000O00000O0
e ip6-error-pass - IPv6 FIB 0000000000000



PFCP 000000

0000 UPF 0000000000 PRCP O0COOOOCO

aooo 1l 0] 0
: 0] 00000 PFCP 0000000
upf_pfcp _sessions 0
{ aoo
_ 0 00000 PFCP 0000000
upf_pfcp_associations 0
0 Ooo
upf_pfcp_association_status - node 1d, bopooa PREP 00
0 address 01=0000=000
: 00  node id, 00000000000 PECP O
upf_pfcp _sessions_per _node
0 address 000

URR[OOIO0OO0OCO

0 PFCP [00000CO00O0000CODOOD00ODOD000000000 URR 000000

doon 0o a0 0o
upf_urr_uplink_volume_bytes - peer address BARR LR
[ - 000
upf_urr_downlink_volume_bytes C0 peer address ARREEEEEEREE.
0 0000
upf_urr_total volume_bytes - peer address Hoooobooouaaan
[ 0000 + 0oo

000 0 PFCP J000O000OCO00O0000 URR O0000CO REST APIO /api/vl/urr_map [
ad



Hooooon

000000000O00O00O00000 VE Q0000CO0UPF 000000O00ODOO VE 0000000000OO



0oda

upf_buffer packets_total

upf buffer packets dropped

upf_buffer _packets flushed

upf_buffer packets current

upf_buffer bytes total

upf _buffer bytes current

upf_buffer fars_active

ad

reason

ad

0ooa
0ooa
0ooa
0ooa
0d

0ooa
0ooa
0ooa

oot
0ooa
0ooa

0ooa
oot
0ooa

0ooa
0ooa
ood
oot
ad

0ooa
0ooa
ad

{00
oo
[] FAR

gd



0oda

upf_buffer listener _packets received total

upf_buffer listener _packets buffered total

upf_buffer listener _errors_total

upf_buffer listener _error_indications _sent total

upf_buffer_flush_success_total

upf buffer flush_errors_total

—_

—

ad

type

remote peer

reason

ad

eBPF
0ooa
0ooa
oot
0ooa

0ooa
0ooa
0ooa

0ooa
0ooa
0ooa
0d

0ooo
TEID

NN

GTP-
U 000
adoc

0ooa
oot
0o

0ooa
0ooa
ood



adoc 0 1l
0
upf_buffer flush_packets sent total 0 0O
[

upf_buffer_packets dropped reason [

expired - [J] TTL 000000000
global limit - 00000000O0OCO
far_limit - (00000 FAR 0000000
cleared - Q00000000000

upf_buffer_listener_errors_total type [

read_error - OO000000CO

too small - 000000000 GTP [
invalid gtp type - [0 G-PDU GTP 00O
unknown teid - [J00 TEID [J PDR/FAR
not buffering far - FAR [J[J BUFF [](]
truncated ext - GTP (19 9¥[

no_payload - GTP 00000000
buffer full - 000000

upf_buffer_flush_errors_total reason [

far lookup failed - [J00 eBPF JO0O0OO FAR [0
no forw action - FAR OO0 FORW [
connection failed - JO000O0O0 UDP O0O0O0O

NN

00 PFCP 00000CO0000000CO000D000D0000DO0000000000 VEQ

ad

0ooa
0ooa
0ooa
0o



aoao 0 0 1l
0 000 SMF [
upf_dldr_sent total 0 O ———
- [DLDROOO
0L
. 000000000
upf_dldr_send_errors 0 [
i NENENEN
0 0000
. e DLDR (0
upf dldr_active notifications 0 0O
0 FAR 00000
NN
0 L2 2l
upf far_index_size o 0O Farlndex []
O 000 FAR 00
0 [] Farlndex
upf _far_index_registrations_total 0 0 00 FAR 00
0 0
0 [] Farindex
upf far_index_unregistrations_total 0 0 000000
[ FAR [
d (0 DLDR [J
upf_buffer notify to flush _duration_seconds [] pfcp peer (00000000
O O0oo

upf_buffer_notify_to flush_duration_seconds:

e [J000O0o.01, 0.05, 0.1, 0.5, 1.0, 2.0, 5.0, 10.0, 30.0, 60.0 ]
e [0 pfcp peer[SMF/PGW-C 00000010.1600.50.241[]



* [0 UPF 0000 SMF [0 SMF 00000000000
+ [000O00OOOODOODO0oO0o0oO

GTP-U [JI0000

0000000000 GTP-U 0000000DO000CO00000 TEID 00000D000DOD00DO00D0O00D00O
0oo00ooooo

[
aoao 0d
0
[ :
. T node id,
upf_buffer listener _error_indications_sent total 0 =
peer addres
[
[ :
. T . node id,
upf_buffer listener_error_indications received total 0 =
- - - - - - peer addres
0
[ :
. . . node id,
upf_buffer listener_error_indication_sessions_deleted total [] -
0 peer addres

0000



* node_id[J00000 PFCP 00 1DO000 "pgw-u-1" [ "smf-1" (000000000 PFCP 0000
000 "unknown™[]

* peer address 000000 IP 000000 "192.168.50.160" 1
Oo00oooooa

 UPF 000 TEID 0 GTP-U 000000 TEID 00000000 UPF O0O00O0OOOO
* 0000eNodeB[jgNodeB[00 UPFOO0000OD/0O00CCO
+ UPF [00000000OCO0C00

Oo0oo0ooOo

* UPF [J GTP-U OJ0000O0000OOOPGW-UOSGW-UQUPFOOO TEID OO

* (0000000000 TEIDODOOO0D0OD0000000O
+ UPF [I00000C0OOOOOODOOC00

0o

+ [O00DO000O0ODOOOOD0O
 00000OCOTEID 00000

* [O0000ODOOOOO0G

* J000000ooCO

00 PromQL 00

# U000000O0000O0OCO
rate(upf buffer listener error indications received total[5m])

# U0000O00O0O0OCOO0O0O0
upf buffer listener error _indication sessions deleted total{peer addr

# 00 UPF 0000 TEID 0000
sum by (node id, peer address) (upf buffer listener error indications

eBPF (00000

0000 eBPF [0OO00COOOOOOCOOOOOOOOODOOO0OOODOOE0



0ooa 0d 0o

upf_ebpf map_capacity [J00 map name

upf_ebpf map_used 000  map name

U map_name []]

@ ©[ Prometheus []]

pdr_map - 00000000

far map - 00000000
ger_map - QoS 000000
session map - 00000

teid map - TEID 000000
ue_ip map - UE IP 00000000

joad

UO000000000 metrics address [0 /metrics 00000000 :9096 [

# 00000
curl http://localhost:9090/metrics

# 1000
upf pfcp sessions 42

upf pfcp associations 2
upf urr total volume bytes{peer address="10.100.50.241"}
1048576000

Prometheus []]

0 OmniUPF 0000000 prometheus.yml[]

0d

eBPF 000000

eBPF (000000000



scrape _configs:
- job _name: 'omniupf'
static configs:
- targets: ['localhost:9090']

Grafana [J[]
00000 Grafana 000000

* 0000000

00 PFCP 0000000
Oooooon

0000

eBPF (00000

Juoa

. - 00000000000

. - 00 metrics address (00 UPF ]
. - 00000000

. - eBPF 00000000

. - 00 PDROFARQEROURR [0

. - 00000000
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OmniUPF
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0000 (N&)
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+ RX N3[JJ RAN 000000000 GTP-U 000
TX N3[000 RAN 000000 GTP-U 000
RX Ne[1l0000000000000O0 1P

TX Neée[I0000000000000oo0 1Pd
Ooo000oo0oooo0n

0oooo

* RX N3 = TX Né[JJJ000 RAN 000000
* RX'N6 = TX N3[J0000000CO00 RAN

* 00000000000
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° JO0000000O
° 000000




XDP ][]

XDP (eXpress Data Path) O00000000000000
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* 00OXDP Q0000000000 o0
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HO000000000OC0O0OD0O
Oo0Oo0bdOobotoo0oG
TXO0O XDP 000000

00 > OfeBPF (00I00O00OOCOOO
00 > ofiiotiiootoooo
JO00o000OD0UOo0O0O00O
OO0000000o0ODO00Oa
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Jo0000000o0o0000a

0o0oon

0o

RX ARPI0OO00OOO
RX GTP ECHO[GTP-U 0000/00000000

RX GTP OTHER[[J€©@ GTP 000

RX GTP PDU[JGTP-U (00000000000
RX GTP UNEXP[J00 GTP 00000

RX ICMPI000000000ring0000

RX ICMP6[JICMPV6 [][]

RX IP4[]IPv4 0

RX IP6[]IPv6 [

RX OTHER[OO

RX TCPOOIOOOOOOCO

RX UDPI000000000

00 GTP-U PDU 0000000000
00 1ICMP 0000000000000



* 00 TCP [J UDP (00000000
* (0000000000000

joad
FIB (00000) 00000000000

IPv4 FIB [

* [O00000OOCOOOOO0
* OK[I0OoOOoo

IPv6 FIB ][

* (00000 Pve 0000
* OK[OOo 1Pve 0000
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+ [O0O0O0OOOOODOOOOO
* [ oK 00000O0oOoO
* [000000O0O0OO0OOO0OOO
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eBPF [0

eBPF [0000000000CO00O000O00O0G



00000

1] eBPF [
far_map (00CCOOO

« 000131,070 00
00004 B (FAR ID)

000016 B (0000)
000o0~2.6 MB
00000 - O00o0oooooO

pdr_map_downlin ([ PDRs - IPv4)[]

e [J00131,070 00
00004 B (UE 1Pv4 O0)
0000208 B (PDR ()
poood~27 MB
000000 - DO0odooooa

pdr_map_downlin_ip6 ([J] PDRs - IPv6)[]

« [00131,070 00
000016 B (UE IPV6 [0)
0000208 B (PDR Q)
O0ooo~29 MB

000000 - 0000 1Pve 000000



pdr_map_teid _ip (JJ PDRs)[

e [00131,070 00
00004 B (TEID)
0000208 B (PDR [I0)
0oooo~27 MB
000000 - Oo0000000a

qer_map (QoS (im0

* [J0065,535 [0
00004 B (QER ID)
000032 B (QoS )
0oooo~2.3 MB
00000 - 000 QoS 0

urr_map (0000000

« [00131,070 [0
0004 B (URR D)
000016 B (OD000)
O0000~2.6 MB
00000 - 00000
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Huoooo
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1. (0000000
2. 000000



3. (00000
Oo0oo0oooo

1. 0 OmniUPF [[]

2. 00000000 UPE 0000
3. 000 OmniUPF [

4. (000000000OG
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00000 eBPF 0000000000 UPFOOOOOOOOOOO
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00 OmniUPF 000000 Prometheus 00000000000
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ada
0oooo (ees) = (O000OCOO) / (OOOOOO0O)

0o

e [0 RX [O0O0O0O7,000
e 10(0017,000

» 0000 = (17,000 - 7,000) / 10 = 1,000 pps

0000

e [0 UPF[]10,000 - 100,000 pps
e [0 UPF[J100,000 - 1,000,000 pps
e [J00 UPF[]1,000,000 - 10,000,000 pps

0oooo



XDP 00000
CPU 00O
noooood
0o

Hooo

0o
0oo (Mbps) = (OO0O0OC = 8) / (OOOOOOC x 1,000,000)

0o

e [0 RX[O0O0500 MB
* 60 [J0O800 MB
e 000 = (300 MB x 8) / (60 x 1,000,000) = 40 Mbps

0oooo

* [0000000OROOOOO0
* [J0000ON3/N6 000000000
+ [0 2 00000000000

i

0o
0oo (%) = (000000 / O RX 0O00) x 100

0o0oooa

+ < 0.1%[000000000000000O
* 0.1% - 1%[1000000000000



* 1% - 5%[0000 QoS 00000
* > 5%[J0000000000000

0oooooa

QER J00OOOMBR OO0
eBPF 000000
000 TEID [J UE IP

0ooa

Hooon
0000

0o00o0o00o0Oa

 eBPF [JO00 > 90%
« XDP OO0 > 0
000> 5%

« UPF 000000

000001 00o0ooo

« eBPF 000 > 70%

e 000 > 1%

* (0000000000

e 00 TTL 0000000OC 30 OO0

Oo00o0o0Oo0

e eBPF 000 > 50%
* J00000000CO
* [0 PFCP 0000O0/00O
+ URR 00000



jooo

Ho00o0ooooooa

1. Prometheus [J0000000000000000 Oooo00a0
2. 0000000 OmniUPF 000000000
3. REST API (000000 /map_info[]/packet stats [0

4. Web Ul [000C00000000COOCC

Hodo
000000

Oo0ooood

00000 = min(
PDR 0000 / 2, # 6660 + OO PDR OO
FAR 00O 7 2, # 00O + OO FAR QOO0
QER [O00O0O # [000000C QER

)

0o

« PDR [J000131,070
« FAR [J0000131,070
« QER [J0065,535

00000 = min(131,070 /2, 131,070 / 2, 65,535) = 65,535 [J]

Hooo

000 eBPF (0000

00 = ¥ (0000 = (000 + 000))



0ooto

« PDR 03 x 131,070 x 212 B = 83.3 MB
FAR [00131,070 x 20 B = 2.6 MB

QER []165,535 X 36 B = 2.3 MB

URR [J00131,070 x 20 B = 2.6 MB

000~91 MB 00000

Oo0oooooa

* 00000000000 ulimit -1(]
* 0000000 2 0o0Oooo
* 000000000

Hoo
00000000000
1. 0000000000

o [000~5 Mbps

o 00000~1 Mbps
o VoIP[]~0.1 Mbps

2. (000000
0ood = 000 = O00oooo
3. (0000
0000 = 0000 x 2 # 100% [0
0o

« 10,000 00000
* 00000 2 Mbps



e 0020 Gbps
e 000040 Gbps (N3 + N6 [J0)

joad

0000

1. 0000oooa
2. (000000
3. J000000

0o0oon
0000ooo = (00 - 0000) /7 (0000)

ooo

* [J000030,000
e [J0065,535 00

* [00002,000 00
* J000000O0O(6e5,535 - 30,000) /2,000 = 17.8 []

000000 12 00000000000 S 0ooooo
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0000

000000 > 1%000000000
oo

1. 0000 - 0o0oa
2. (0000000000
3. J0 XDP 00000 XDP 00000000
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 QER [JJ00000 QER MBR 000000

« [0 TEIDOOO0OO PDR TEID 000 gNB (000
« [0 UE IP(0I000 PDR 00000 UE IP

* JO000000000OO

0oooo

+ (00000000000 QER MBR
* [0 SMF 00000000 PDR
+ JO0000O0OOOOOO

XDP 000

O00OXDP 0 > 0
0ad

1. 00000 - XDP OO0
2. 00000
3. 00 OmniUPF 0000 eBPF OO

0000

 eBPF (00000
* 0000000

* eBPF 00000
* 000a

0000

* 0000 OmniUPF OO

« 00000000000000LInux 5.4+[
* [0 eBPF 000

* JO00C0O0OOOOOO
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oo

1. f00oo00
2. 0000000 100%
3. J000000000oo0g

0000

1. f0DO0oooo0Oo0a
2. [0 SMF 00000
3. (0000000 FAR OO

0o0oooa

1. 00 eBPF 0000
2. 00 UPF 00000000000
3. J0000000

joad
000000000000CPU 00
000

1. f0000DO0000OoooO

2. [0 XDP 00000000

3. J0 UPF 0000 CPU OO0
4. [0 N3/N6 (0000

0000

* 0000 UPF OO
* 000000 CPU 0000
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0000

0000 UPFOODOOOOO
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Oo00o0o0Oo0
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N9 Loopback
SGWU [] PGWU

il

OmniUPF [J00 0000 000 SGWU (00000000) 0 PGWU (PDN [JO0000) 000000 000
N9 0000000000000

(00 4G EPC [0 - 00 UPF 0000000

* (000 - D000000ooooa

+ (000 - DOO0O00Oo0Oa

+ [J00/OODO - 00000000000o EPC 0000

00 N3 0 N9 0000000 1P 0000OmniUPF 0000 SGWU 1 PGWU (0000000000000
eBPF [00000C00000000C0O0OO

Juoa

OOO0OOOOO0
T N3 GTP
Oodooo

1. eNodeB —» SGWU[GTP [J00 (TEID=100) ] S1-U
2. SGWUIIOO0 PDRODONND GTP [0 (TEID=200)

3. 0000000 N9 0000 0 PGWU OO

4. PGWU[ GTP (TEID=200)00000000000
5.0002 0 XDP [0 + 1 0000



N9 (000000000

S1-U GTP
TEID=100

N9 (00000000

N9 00
ﬁ=200

. eNodeB — SGWU [O00GTP 000 (TEID=100) 00 S1-U
. SGWU 000000n PDR

00000 00 1P = [0 IP (10.0.1.10)

00000 00 GTP TEID [0 200 (PGWU [J0)

PGWU 000000000000

- 0001 0 XDP (00000000

00000 Uo0otioootoootoooon0

Huooodo

N0 jeNodeB - SGWU -» PGWU - ][]

000
PDN

5Gi OO0 IP—»

N9 [0
-TEID=200

oo

eNodeB __ 51-UGTP
LTE OO0 TEID=100

00000 cmd/ebpf/xdp/n3n6 entrypoint.c [] 349-403 ]

0000

1. 000 00 eNodeB [0 GTP OOOOTEID=100
2. PDR [0 00 SGWU 0000 PDR (TEID=100)



3. FAR [J] [ TEID=200 [ GTPOOQQ 10.0.1.10

4. 0000 is_local ip(160.0.1.10) [ TRUE

5.00 TEIDO [0 ctx->gtp->teid [J 100 (00 200 (O00O0O0)
6. 00000 OO0 TEID=200 ] PDR (PGWU [J)

7. FAR [J00 00 GTP 00000000

8. 000 o0 1P 000000 N6 O

00o0ood -» PGWU -» SGWU - eNodeB

0o P (8.8.8.8—UE 10.60.0.1)

SGWU PDR/FAR
(TEID=200)

eBPF/XDP A

00 VE IP 0000 PDR

FAR 0000 GTP TEID=200[]dst=10.0.1.10

0 0000
is_local_ip(10.0.1.10) = TRUE

00 GTP ] TEID=200

00 TEID=200 OJOg PDR

FAR 00000 GTP TEID=1000000 eNodeB

00 GTP 0 (TEID=200 - 100)

00 GTP(TEID=100, inner: 8.8.8.8-UE)

00 XDP 00
000000

SGWU PDR/FAR
(TEID=200)

00000 cmd/ebpf/xdp/n3n6 entrypoint.c [] 137-194 [] (IPv4)[]265-322 [] (IPv6)

PGWU PDR/FAR
(UE IP)

0000

- 000 00000000 1P 0000000 UE (10.60.0.1)
. PDR 00 000 UE IP 0000 PDR (PGWU [10)

1
2
3. FAR [0 ] TEID=200 [JJ GTPOO00 10.0.1.10
4. 00000 is local ip(10.0.1.10) [0 TRUE
5. 00 GTP[ [] TEID=200 0000

6. 00000 OO0 TEID=200 ] PDR (SGWU )



7. FAR [J00 00 GTP OO0 eNodeB TEID=100
8. 000 0 GTP 000000 S1-VU OO0 (eNodeB)

il

il
ooooo

* SGWU-CIJJ0J00 OmniUPF PFCP 0 (000 192.168.1.10:8805)
« PGWU-COOOOOO 00 O OmniUPF PFCP 0

ooo

« N3 [J N9 0000 1P OO
¢ SGWU-C [] PGWU-C [IJ IP I0000000CO00O0000C0O00O

OmniUPF [

config.yml:



# (000

interface name: [eth@] # S1-U [0 N9 O00O0OO
xdp _attach mode: native # 000000000000
# PFCP O
pfcp address: ":8805" # 000000000 88605
pfcp _node id: "192.168.1.10" # OmniUPF [ PFCP O ID
# 00000
n3 address: "10.0.1.10" # S1-U/N3 [ IP
n9 address: "10.0.1.10" # N9 OO0 IPOO N3 00O
# APIs
api address: ":8080" # REST API
metrics address: ":9090" # Prometheus 00000000000
# 000
ueip pool: "10.60.0.0/16" # UE IP 00O
teid pool: 65535 # TEID (00
# [0
max_sessions: 100000 # 000 UE 00
Oooo0

* [] n3_address [] n9_address 000 00000

[ 00000000 PECP OOOO
e (10000 SGWU + PGWU 0000 max_sessions [][]

Jooood

SGWU-C [I[J



# [J0 OmniUPF PFCP (][]
upf pfcp address: "192.168.1.10:8805"

# S1-U 0000 OmniUPF n3 _address [00
sgwu slu address: "10.0.1.10"

# N9 000000 pGewupn OmniUPF OO0
sgwu n9 address: "10.0.1.10"

PGWU-C ][]

# 00000 OmniUPF PFCP []]
upf pfcp address: "192.168.1.10:8805"

# N9 000000 SeWU 000
pgwu n9 address: "10.0.1.10"

# 561 JO0000000
pgwu sgi address: "192.168.100.1"

0o

* (00000000 D00 PECP (0 (= 8805)
e OmniUPF [J SGWU-C [J PGWU-C 0 000 PFCP [0
* (0000000000000 16 000

Hooon
UE (00 PDU 0000

000 UE 000000000000



‘ UE ‘ ‘ eNodeB ‘ ‘ MME ‘

OmniSGW-C

q OmniUPF
CHLIRERHE (SGWU+PGWU)

0ooo

00 VE OO

000000

PFCP /0000 (SGWU)

(000 PDR (TEID=100)
[0 FAR (JOOTEID=200(]dst=10.0.1.10)

000000 (F-TEID: 10.0.1.10)

000000

PFCP 000 (PGWU)

0000 PDR (TEID=200)
00 FAR (0000000 N6)
0000 PDR (UE IP 10.60.0.1)
[0 FAR (JOOTEID=200(dst=10.0.1.10)

000000 (F-TEID: 10.0.1.10, UE IP)

000000 (VE 1P 10.60.0.1)

PFCP 0000 (SGWU)

(000 PDR (TEID=200)
[0 FAR (0000OTEID=100eNodeB)

000000

0000 (S1-U F-TEID: 10.0.1.10)

0000

000000 OmniUPF (00
SGWU-PGWU 0000

[ [ [ [
. . OmniUPF
‘ UE ‘ ‘ eNodeB ‘ ‘ MME OmniSGW-C OmniPGW-C (SGWU+PGWU)

000 PFCP 000

SGWU 0000 OmniSGW-C[[]

« [0 PDR[] [J] TEID=100[]][] eNodeB[]~ FAR[J] TEID=200[Jdst=10.0.1.10
« [0 PDR[] [ TEID=200[][J] PGWU[]~ FAR[III0] TEID=100[] eNodeB

PGWU [[[I1€¥ 9 € OmniPGW-C[]

« [0 PDR{ [0 TEID=200000 sGwu[- FARJOOOOOOOOOO
« [0 PDR[] [J UE IP=10.60.0.1 - FAR[JJ] TEID=200[Jdst=10.0.1.10

Hooon
00 N9 000000

00 XDP [0



# 1000 eBPF (000
sudo cat /sys/kernel/debug/tracing/trace pipe | grep loopback

0ooto

upf: [n3] session for teid:100 -> 200 remote:10.0.1.10

upf: [n9-loopback] self-forwarding detected, processing inline
TEID:200

upf: [n9-loopback] decapsulated, routing to N6

upf: [n6] use mapping 10.60.0.1 -> teid:200
upf: [n6-loopback] downlink self-forwarding detected, processing
inline TEID:200

upf: [n6-loopback] SGWU updating GTP tunnel to eNodeB TEID:100
upf: [n6-loopback] forwarding to eNodeB

00 REST API 000

00 PFCP {00

curl http://localhost:8080/api/v1l/upf pipeline | jq

0000



{

"associations": |

{
"node id": "sgwc.example.com",
"address": "192.168.1.20:8805",
"sessions": 1000

Iy

{
"node id": "pgwc.example.com",
"address": "192.168.1.21:8805",
"sessions": 1000

}

1,

"total sessions": 2000

}

00000000000000 SGWU-CO000o0 PGWU-C

poooood

curl http://localhost:8080/api/vl/sessions | jq '.sessions[] |
{local seid, ue ip, uplink teid}'

0oooo

"local seid": 12345,
"ue ip": "10.60.0.1",
"uplink teid": 100

"local seid": 67890,
"ue ip": "10.60.0.1",
"uplink teid": 200

00 VE 000000



« 0 SGWU-C JOOOTEID=100[S1-U [0
« [0 PGWU-C [OOOTEID=200[N9 10

joad
00000000

curl http://localhost:8080/api/v1l/xdp stats | jq

0ooto

* xdp processed[]] eBPF 0000000

» xdp_pass J0000O0000000COOOO00000O
e xdp redirect ] XDP OO0O0O0O0OOO

e xdp_txJOO0000OO000COO00O0O

00 N9 00000

 xdp_pass [J00 00000000000
e xdp tx [] xdp_redirect 000000

Hodn
N9 (00000000000

000 0o00o0otooooon

00000 n3 _address # n9 address

0000



# 000
n3 address: "10.0.1.10"

n9 address: "10.0.1.20" # (00 IPOO0OOOO

# 000
n3 address: "10.0.1.10"

n9 address: "10.0.1.10" # [JO00 IPO0OO0OO

0o

curl http://localhost:8080/api/vl/dataplane config | jq

0ooa

{
“n3 ipv4 address": "10.0.1.10",

"n9 ipv4 address": "10.0.1.10"
}

000000 PDR

000 0000 [n9-loopback] no PDR for destination TEID
00000 PGWU 00000 TEID 000

ooo

1. 00 PFCP 00

curl http://localhost:8080/api/vl/sessions | jq '.sessions[] |
select(.uplink teid == 200)'

2. 00 FAR 000



curl http://localhost:8080/api/vl/far map | jq '.[] |
select(.teid == 200)'

00000 0o PGWU-C 000 SGWU-C 000 N9 00000 TEID 000

CPU (000
000 CPU 0000000
(0000 eBPF 00000000000000000

0o

# [0 eBPF (00000
sudo bpftool map dump name pdr map teid ip4 | wc -1
sudo bpftool map dump name far map | wc -1

0000

» JUO0OOOOOO max_sessions JUOOOOOO
« [0 QER @<€00000000
* O0000O00000OCDOO

Jo0onoooon
000 O eNodeB 000000000
00000 000000000000

0o

buffer port: 22152

buffer max packets: 20000 # 00000000
buffer max total: 100000

buffer packet ttl: 30 # 0000000



ooo

curl http://localhost:8080/api/v1l/upf_buffer_info | jq

N9 0000

il
o0 0000 0000 (N9 00) o0
0 1-5 (0 <100 01000 ]
000 0oo0o DCPUMOND  02-30

CPU [0 2x XDP[OO + 000 1x XDP OO 00 40-50%

0000 0o0oooag 000000 0d

il

« (0000 00 OmniUPF 0000000
0000000 OoCOoooooooore oo
000000 Odo00D0o0oo0

00000 OO00000o0o0Oo0a
000000000 DO00000O00C eBPF 0000

il

0o0oon

* [ 00000 Do0000oooO
[ 00/00000 < 100K OO0
« [ 000/000 000 VM 000000 EPC 0000



+ [ 00000 D000oo
RNNEN

* [ 00000 SGWU I PGWU 0000000
- 00000 > 1M 0000000000
* [ 00000 0000 SGW [0 PGW

HooUnbooon
0000 (N9 00) 00000

PGWU FDR/FAR SGWL POR/TAR
oo aiil {UE P} (TEID=200) =izt

7 1P (8.8.8.8—UE 10.60.0.1)

[ UVE IF OoOon PDOR
FAR OJ007 GTP TEID=2007dst=10.0.1.10
)
"

. _ 0o
is_local_ip(10.0.1.10) = TRUE

0 GTP O TEID=200

00 TEID=200 O] POR:

FAR OO0 GTP TEID=10000] eNodeB

-,

-

[0 GTP [ (TEID=200 — 100)

00 GTHTEID=100. inner: B.8.8.8—UE)

00 XDP 07
Dooom

PGWU PDRIFAR SGWU PORIFAR
0o =Tl (UE 19 (TEID=200) eNoded

il

N9 000 000 OomniUPF (00000000 4G EPC (JU00 0000000000 eBPF OO0
SGWU-PGWU [JI000000CO00000



[ 00000 000000

[ 00 40-50% [ CPU 00 000CCCO

0 0000 - DoD0oo00o00

[ 0000 - D000000

0 0000 3GPP [0 - 00 PFCPOGTP-U [0
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# 00000000
rate(upf pfcp rx errors{cause code!="RequestAccepted"}[5m])
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sum by (peer address, cause code)

(upf pfcp rx errors{cause code!="RequestAccepted"})
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upf pfcp rx errors{message name="SessionEstablishmentRequest",
cause code!="RequestAccepted"}
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O00000RequestAccepted[]
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# 000000
- alert: PfcpHighRejectionRate
expr: |
rate(upf pfcp rx errors{cause code!="RequestAccepted"}[5m]) > 0.1
annotations:

summary: "[J PFCP OO00O{{ $value }}/s"

# 000000
- alert: PfcpRuleCreationFailures
expr: |

rate(upf pfcp rx errors{cause code="RuleCreationModificationFailure")
[5m]) > O

annotations:

summary: "[J0 PFCP JO0OOOO"

# 000000
- alert: PfcpNoAssociation
expr: |

rate(upf pfcp rx errors{cause code="NoEstablishedPFCPAssociation"}
[5m]) > 0O

annotations:
summary: "[0000000000O PrCP OO"
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frr version 7.2.1

frr defaults traditional

hostname pgw02
log syslog informational

service integrated-vtysh-config

|
ip route {{ hostvars[inventory hostname]['ansible default ipv4']
['gateway'] }}/32 {{ ansible default ipv4['interface'] }}

|
interface {{ ansible default ipv4['interface'] }}

ip address ospf router-id {{hostvars[inventory hostname]
['ansible host']}}

ip ospf authentication null

|

router ospf

ospf router-id {{hostvars[inventory hostname]['ansible host']}}
redistribute kernel

network {{ hostvars[inventory hostname]['ansible default ipv4']
[ 'network'] }}/{{ mask cidr }} area 0

area 0 authentication message-digest

|
line vty

|

end
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* [000: GTP-UQUDPHIP 000000000 ~50-60 00
* J000000: DO0000 = 0o00ooooo

* 000000 ObOO0O00OoOODOoOoon

* [00000: 5ms 0000000000000 MBR

0a:

000 MBR: 100 Mbps
0000000: ~95-98 Mbps[Qg GTP-U/UDP/IP 00

Oooooooo:

1. 00 URR O00O00O00O00O0: upf urr * volume bytes
2. 00000: (volume delta bytes x 8) / time delta seconds / 1000 = kbps

3. 1 QER [JO0O0 MBR 000

GBR (00000
00: OmniUPF 0000000 GBR O00OGBR 000 QER J00000OOO0O0O0OOCO
GBR [][]:

« GBR [JO0 PFCP [J SMF [0
* GBR [0 QER [OCCCCO AP OO



* (00000000 GBR OO000O
+ GBR [00000CO0000O000DO00O

aooo:

* GBR [0000000000COOO
* 000000000 eBPF QoS 0000

000000 (URR)
il

URR [000000CCO00000000O00CCOO000000000 SMF 00000000



URR []]

Huoa
oo00:

+ [ UE 0000000000
0 GTP-U 00000
* [0 IP 0000000



oooo:

* 00000000 VUE 000
« 0 GTP-U 0000
* [0 IP 0000000

ooc:

* 0000000000
* 0000000

Hoooooo
URR 0000000000000
oon0:

* JO00000OO00OO
 [0: 01 GB 000000

aooo:

* 0000000
* [00: 0 5 0000oo

aooo:

* 00000000
* [0 QoS 0000
* 000000

Huooo

Web Ul J0000000000COO000



0o 0o

0-1023 B (O0)
1024 - 1048575 KB (O00)
1048576 - 1073741823 MB (O00)

1073741824 - 1099511627775  GB (J000)

1099511627776+ TB (O00)

[o:

URR ID: 0O

0ood: 12.3 KB

Oo0g: 9.0 KB
00gd: 21.3 KB



URR 000



QER [0

| Pl |

OmniCharge OmniRAN

- -

Downloads  a [

00000
00/oo

00000
00/oo

QERID 0o MBR
O0ooa O0ooo

00 MBR
00000

00 GBR
00000

00 GBR
00000



Juod

PDR - FAR - QER - URR []

00 PDR 000 FAROFAR 000000 QER 000000 URR(

FAR ID;

QERID: 1

Joooo

[0 PDR:

TEID: 5678
FAR ID: 2

QER ID: 1

URR IDs: [0]
O000000: False

[0 PDR:



UE IP: 10.45.0.1
FAR ID: 1

QER ID: 1

URR IDs: [0O]

SDF [d: No SDF

FAR ID 1 (O0):

00: 2 (FORWARD)

000000: True
00 IP: 200.198.5.10

TEID: 5678

FAR ID 2 (O0):

O0: 2 (FORWARD)
000000: False

QERID 1:

QFI: 9

00 MBR: 100000 kbps
00 MBR: 100000 kbps
000 GBR: 0 kbps

00 GBR: 0 kbps

URR ID O:
0o00: 12.3 KB
O000: 9.0 KB

00d: 21.3 KB



Hond
0000000

0ooooa:

1. 00000
2.0 IP O TEID 0O UE

3. 0 "00" 000000 (PDR, FAR, QER, URR)

0oooo:

1. 00000

2. [1 PDR [JO000OC TEIDOOOOO VE IPO00OOO0
3. [ FAR ID[JQER ID[JURR IDs

4. 00 FAR/QER/URR 000000000

00/0000

00: H0000o0otOo0oon
0o

1. 000 0O - FARs

2. 0000000 FAR 1D

3. (0 00"

4. (000000000 "0ooa*

5. (J0 FAR 000 2 000000000 40

Oo00o0oooon:

1. 00000
2. 000000 FAR
3. (0000000 "oooo”



[0 QoS

Oo0oo0o0oooo:

1. 000 00 - QERs

2. 00 UE 00000 QER 1D
3. 000 MBR JO0 MBR []
4. [J URR [J00000COO

Ooooooo:
000 (kbps) = (OOOOCC = 8) / (00000 x 16000)

0000000 MBRODOOCOOOOOO

Ho0ooooo
00 URR [T

1. 000 00 » URRs
2. (0000000000
3. (J00000000COoa
4. J0000000O0G

a0

* 000000
* 0000000
* 0000000000

Houn
000000

00 PDR:



1. 0 TEIDOOOCD VE IPOO0000O0C PDR
2. [0 FAR ID 0000
3. 00 SDF 0000000000

[0 FAR:

1. 00 FAR 00000 FORWARDOOOO DROP [0 BUFFER[]

2. J0000C0000ooo0O
3. (000000 1P O TEID 0000

00 QER:

1. f0000DO00ooon
2. [J0 MBR 000000

Huooon

00 QER [O000:

1. 000 00 - QERs
2. [J0 MBR 0000000000
3. 0 URR 0000000CO0OOCO

00 FAR [0:

1. 000 00 - FARs
2. (000000 FORWARDOOOO DROP

3. (000000000 BUFFER OO0

joad
00000000:

1. (000000

2. (0000000000

3. 0 > 30 000000000
4. 00000000



5. [ FAR 0000
oaoo:

1. f00000O0000O00C 100,0000

2. [JO00 FAR 00000000 FAR 0000000 10,0000
3. (000000a

4. 00000000

URR (][]

Ooooooo:

1. 0 PDR 000 URR ID

2. 00000000 PDR

3. 0 FAR 000D000OO00OCO
4. 0 URR 1D 00000 URR 000

000000 SMF:

1. 00 PFCP 000000
2. [J0 URR 000000C0/0000O
3. 0 PFCP 000O0OOCO

1

. - OmniUPF 0000000
. - 0000000000
. - 0000000

. - 000000



OmniUPF

[
1

© o N vk W

e
N B O

il

0000000000 6mniUPF 00000000000CC00000CCO00000CO00000000

AN

Ho0000000000o0



# 1. [JO0 OmniUPF 00000
systemctl status omniupf

# 2. [0 PFCP O
curl http://localhost:8080/api/v1/upf pipeline

# 3. [0 eBPF [O000COO
ls /sys/fs/bpf/

# 4. [0 XDP [JOO0OOCO
ip link show | grep -i xdp

# 5. 000000000
dmesg | tail -50

journalctl -u omniupf -n 50

Juo

OmniUPF REST API

00 UPF 00

curl http://localhost:8080/api/v1/upf status
00 PFCP (00

curl http://localhost:8080/api/v1l/upf pipeline
Oooooon

curl http://localhost:8080/api/vl/sessions | jgq 'length'’

00 eBPF 00000



curl http://localhost:8080/api/v1l/map info

00000000
curl http://localhost:8080/api/vl/packet stats

00 XDP (00

curl http://localhost:8080/api/v1l/xdp stats

eBPF [

0000 eBPF {00

ls -1lh /sys/fs/bpf/
bpftool map list

0o0oooooa

bpftool map show
bpftool map dump name pdr _map downlin

Oo0oooooa

bpftool map dump name far map | grep -c "key:"

XDP 000

00 XDP (0000000



ip link show eth® | grep xdp

0000 XpP 000

bpftool net list

00 XDP (000000

bpftool prog show

00 XDP (00

bpftool prog dump xlated name xdp upf func

joad

00 N4 (J0 PFCP (00000000

# PFCP [0 XDP [J0dtcpdump 0000
tcpdump -i eth® -n udp port 8805 -w /tmp/pfcp traffic.pcap

00 N3 0 GTP-U 0000000000



# 0OOUPF 00000 tepdump 0000 XDP [O0O0000
# XDP [0000C00000COCO GTP-UO

# (0000000

# 1. g\NB [] UPF 0000 TAP

# 2. [0000000/SPAN 0O N3 [0
# 3. (00000OO0O0OO vMm

# [00/000000000 UPFOO
# tcpdump -1 <mirror interface> -n udp port 2152 -w

/tmp/n3 capture.pcap

# 0000 API (0000000
curl http://localhost:8080/api/vl/packet stats

curl http://localhost:8080/api/v1/n3n6 stats

0o0oooooa

watch -n 1 'ip -s link show eth@'

0oooon

ip route show
ip route get 10.45.0.100 # [JJ UE IP 00O

00 ARP (]

ip neigh show

Juod

Jo0“eBPF Q000000
000



ERRO[0000] failed to load eBPF objects: mount bpf filesystem at
/sys/fs/bpf

000eBPF 0000000

0000

# [0 eBPF 66600
sudo mount bpffs /sys/fs/bpf -t bpf

# 000000000 /etc/fstab[
echo "bpffs /sys/fs/bpf bpf defaults 0 0" | sudo tee -a /etc/fstab

# 0000
mount | grep bpf

Huooooood

0o

ERRO[0000] kernel version 5.4.0 is too old, minimum required 1is
5.15.0

O00Linux 0000000000

0ooto



# 000000
uname -r

# [0000Ubuntu/Debian(]
sudo apt update

sudo apt install linux-generic-hwe-22.04
sudo reboot

# 10000
uname -r # [ >= 5.15.0

00000 libbpf [

0o

error while loading shared libraries: libbpf.so0.0: cannot open
shared object file

000000 libbpf O

0oooo

# [0 Uibbpfubuntu/Debian[]
sudo apt update
sudo apt install libbpf-dev

# 1000
ldconfig -p | grep libbpf

Hodo
0000000000

0o



ERRO[0000] unable to read config file: unmarshal errors

000000000 YAML 00od

0ooto

# [0 YAML OO
cat config.yml | python3 -c "import yaml, sys;
yaml.safe load(sys.stdin)"

# (0000

# - [0000000Des0000000
# - 000000

# - (000000000O0O

# - (0000000

# [0 YAML (000
cat > config.yml <<EOF

interface name: [ethO]
xdp_attach mode: generic
api address: :8080

pfcp address: :8805

EOF

Hoodnoooon

0o

ERRO[0OOO] interface eth® not found

Oo00o0o0Oo0

0000



# 00000000
ip link show

# (00000
ip addr show eth0

# 000000000000 config.ymlf]
interface name: [enslfO] # J000000OO

# 0000000000000
ls /sys/class/net/

Jooooooon

0o

ERRO[0000] failed to start API server: address already in use

00000 808008805 [1 9090 00000000

0oooo

# JU000DOOOO
sudo lsof -i :8080

sudo netstat -tulpn | grep :8080

# (00000
sudo kill <PID>

# 0000000 OmniUPF [0
api address: :8081

pfcp address: :8806
metrics address: :9091



0o00oo PECP [0 1D

0o

ERRO[0000] invalid pfcp node id: must be valid IPv4 address

OO0OPFCP O ID ©€9€000 I1Pv4 [0

0000

# 00000 IP O000000COO
pfcp node id: 10.100.50.241

# 100
# pfcp node id: localhost

# pfcp _node id: upf.example.com

PFCP 000
000ood PECP [0

0o

 Web Ul 000000
 SMF 0000“PFCP 000000

0o



# 1. 00 PFCP O0000COO
sudo netstat -ulpn | grep 8805

# 2. (1000000
sudo iptables -L -n | grep 8805
sudo ufw status

# 3. 00 PFCP OO
tcpdump -i any -n udp port 8805 -vv

# 4. 0O API OO PFCP OO
curl http://localhost:8080/api/v1/upf pipeline

Oo00o0o0Oo

00ooo PFCP

0000

# 00 PFCP [JQOuDP 8805(]
sudo ufw allow 8805/udp
sudo iptables -A INPUT -p udp --dport 8805 -j ACCEPT

000 PFCP 0 ID

0ooto

# [] PFCP [JO0 ID O00OO0OO N4 OO IP
pfcp node id: 10.100.50.241 # [JO0 N4 0000 IP OO

000000 SMFE

0000



# 000 SMF 0000
ping <SMF IP>

# (00 SMF 000
ip route get <SMF IP>

# 1000000000
sudo ip route add <SMF NETWORK>/24 via <GATEWAY>

SMF 00000 UPF IP
Hooao

00 SMF 0000 UPF OO0
e [0 SMF 00 UPF [J pfcp node id IP
[0 SMF 00000 UPF 1 N4 [0

UOOPFCP (000

0o

WARN[0030] PFCP heartbeat timeout for association 10.100.50.10

0o

# 00 PFCP OO
curl http://localhost:8080/api/v1l/upf pipeline | jq
‘.associations[] | {remote id, uplink teid count}'

# 100000
journalctl -u omniupf -f | grep heartbeat

Ooooooon

0oooooa



0ooto

# 000 SMF 000000
ping -c 100 <SMF IP> | grep loss

# (000000000000
# - 000000

# - 00000/00000
# - 000000

Oo0ooood

0oooo

# 000000
heartbeat interval: 30 # [0 5 OO0 30 [

heartbeat retries: 5 # 000000
heartbeat timeout: 10 # Q00000

NN
00000000000RX/TX 000 00

ooo

* 000000 0 RX/TX 000
+ UE 00000000

ooo



# 1. 00 XDP (000000
ip link show eth@® | grep xdp

# 2. 000000 up
ip link show eth0

# 3. 0000000O0XDP OO0
# [O00tcpdump 0000 XDP 000 GTP-U OO0
curl http://localhost:8080/api/vl/packet stats

0000

XDP (0000

0000

# [0 OmniUPF 0000 XDP
sudo systemctl restart omniupf

# 1000
ip link show eth® | grep xdp
bpftool net list

0o0oooooa

0ooto

# 1000
sudo ip link set eth0O up

# 100000
ethtool eth® | grep "Link detected"”

# [00000000O000OO0O00000

Oo0oooo0

0ooto



# [ config.yml [O0O000000
interface name: [enslf0] # 0O 'ip link show' [O0000COO

NN e

0o

* RX'O0000 TX 0000
* 000> 1%

0o

# 000000
curl http://localhost:8080/api/vl/xdp stats | jq '.drop'

# 000000
curl http://localhost:8080/api/vl/packet stats | jq '.route stats'

# 000000
watch -n 1 'curl -s http://localhost:8080/api/vl/packet stats | jq
“.total rx, .total tx, .total drop"'

0oooo
00 PDR JO00C0 TEID [ VE 1P

0ooto



# 0000000
curl http://localhost:8080/api/vl/sessions

# 0000000000
# - PFCP 00000
# - SMF 00000
# - 000000

# [J0 PDR 0000
bpftool map dump name pdr map teid ip | grep -c key
bpftool map dump name pdr map downlin | grep -c key

0o

0000

# 0 FIB 0000
curl http://localhost:8080/api/vl/packet stats | jq '.route stats'

# [0 UE IP OO0
ip route get 10.45.0.100

# (000000
sudo ip route add 10.45.0.0/16 dev ethl # [J UE OO0OO N6

QER (000

0o

* Q000000

* 00000000

* URR 000000000

+ (000000 XDP 000000

0o

1. (0000 MBR 00



# 00000 QER ID
curl http://localhost:8080/api/vl/pfcp sessions | jq '.data[] |

select(.ue ip == "10.45.0.1")"
# [0 QER (IO
curl http://localhost:8080/api/vl/qer map | jq '.datal] |
select(.qer id == 1)
2. 00000

# 00000 ediod000oO0000
curl http://localhost:8080/api/vl/qer map | jq '.datal] |

{gqer id, ul gate: .ul gate status, dl gate: .dl gate status}'

3. J URR 00000000

# 00000000 URR OO0
curl http://localhost:8080/api/v1l/urr map | jq '.data[] |
select(.urr_id == 0)'

# 1000000000
# throughput kbps = (volume delta bytes x 8) /
time delta seconds / 1000

4. 00 MBR 000000

o (0000 = MBR [0 95-98% 0000000
o (00000000 MBROOOOOOOO
° 00000000 MBR OO000O00OCOOO

0oooo

+ [0 MBR (0000 SMF (0 PFCP 000000 QEROOIO MBR
* 00000000 SMF 00000000C0000000
* 0000000000 SMF 00000 QoS 0o

00 MBR [0



OmniUPF (0000000000000 eBPF 0000000 MBR OOOCCOOO0000OOOOOCOOOOOO0OC
0oooo [

0000

* VolIP 000000 MBR 000000C0O000000G.711 = ~80 kbps(]
* 00000000 MBR > 10000 + 0001080p = ~5-10 Mbps(]
* 00000 5ms O000000CO00O0000CO

Jo0t0ooooooooooooon
o0n

* RX'N3 (00000 TX N3 000000000
« RX'N6 00000 TX N6 0000ooood

0o

# 00 N3/N6 [O0000XpP 00000
curl http://localhost:8080/api/v1l/n3n6 stats

curl http://localhost:8080/api/vl/packet stats

# 00000 tcpdump (000 XDP 000 GTP-U [0
# 0000 API [1 xdpdump (00000
# (0000 XDP 000000000000

UO0OCORX N3[0 TX Né[[
00000 FAR 00000 N6 00000

0000



# [0 FAR 000 FORWARD [
curl http://localhost:8080/api/vl/sessions | jq '.[].fars[] |
select(.applied action == 2)'

# 00 N6 000000
ip route get 8.8.8.8 # J0000OCOO

# (00000000000
sudo ip route add default via <N6 GATEWAY> dev ethl

OO0O0ORX N6[]0 TX N3[[]
0000000 POR 000 GTP OO

0000

# (00 UE IP OO0 PDR QO0O0OO

curl http://localhost:8080/api/vl/sessions | jq '.[].pdrs[] |
select(.pdi.ue ip address)'

# 00 FAR 0000 OUTER HEADER CREATION

curl http://localhost:8080/api/vl/sessions | jq '.[].fars[] |
.outer header creation'

# [0 gNB 00
ping <GNB N3 IP>

XDP [] eBPF []]

00000 XDP [0000000000C0000 O

JOOXDP (00000

0o

ERRO[0000] failed to load XDP program: invalid argument



ooo

# 0000 XbP [0
grep XDP /boot/config-$(uname -r)

# 0000
# CONFIG XDP SOCKETS=y

# CONFIG BPF=y
# CONFIG BPF SYSCALL=y

# [0 dmesg 0000000
dmesg | grep -i bpf

0o0ooood

0000 XDP [

0oooo

# 000000000 XDP 000000000
# Ubuntu 22.04+ [JO0g XDP

sudo apt install linux-generic-hwe-22.04
sudo reboot

XDP (00000

0000

# [0 OmniUPF (00000000
journalctl -u omniupf | grep verifier

# (0000
# - eBPF [0000000CO00OCO
# - [(0000000eBPF OO00OCO

# [0 eBPF [00000OOCOOOO
sudo sysctl kernel.bpf stats enabled=1



JOOXDP (00000
o0n

e« XDP [0O0 aborted > 0
(000000

0o

# [0 XDP 0000
curl http://localhost:8080/api/v1l/xdp stats | jq '.aborted'

# [J0 XDP [
watch -n 1 'curl -s http://localhost:8080/api/v1l/xdp stats'

000eBPF 000O0000O

0ooto

# 000000000 eBPF (OO0
dmesg | grep -i bpf

# [0 OmniUPF (0000 eBPF [0
sudo systemctl restart omniupf

# 000000000000 eBPF 0000000000000
# 00 BPF_ENABLE_LOG=1 [J0 OmniUPF

U00eBPF (000000000

0o

* 000000
* (00000 100%

ooo



# 000000
curl http://localhost:8080/api/vl/map info | jq '.[]1 | {map name,
capacity, used, usage percent}'

# 00000
curl http://localhost:8080/api/vl/map info | jq '.[] |
select(.usage percent > 90)'

0000

# 1. 000000
curl http://localhost:8080/api/vl/sessions | jq '.[] | {seid,
uplink teid, created at}'

# 2. 00 SMF (0000
# 00 SMF 00000 API[

# 3. 0000000000
watch -n 5 'curl -s http://localhost:8080/api/vl/map info | jq ".
[1 | select(.map name==\"pdr map downlin\") | .usage percent"'

0o0oooa

# [J config.yml 0000000
max_sessions: 200000 # [J 100000 [0

# 00000000

pdr map size: 400000
far map size: 400000
ger map size: 200000

0000000000000 OmniUPFOOD 0000000000



Juod

Hootbootoooon
000

* 000 < 1 Gbps 00 NIC 0000
+ CPU 00O

ooo

# 1000000
curl http://localhost:8080/api/vl/packet stats | jgq '.total rx,

.total tx'

# [0 NIC OO
ethtool -S eth@® | grep -i drop

# [0 XDP OO
ip link show eth® | grep xdp

0oooo

0000 XoP [0

0000

# 100000000000000
xdp_attach mode: native # 000 XDP [0 NIC/0000

0ooa
0000



# [0 NIC 000 RSSOOODOOOOO
ethtool -L eth® combined 4 # [0 4 0 RX/TX [

# [0 RSS [O00O
ethtool -1 eth®

# (0000000 CPU
# 000 /proc/interrupts [0 irgbalance JJ0000

0ooa

0oooo

# 0000000000
buffer max packets: 5000

buffer packet ttl: 15

Hooooo
00

e Ping [J0 > 50ms
* 00000

0o

# 000 UE 000
ping -c 100 <UE IP> | grep avg

# 0000000

curl http://localhost:8080/api/v1l/upf buffer info | jq
‘.total packets buffered'

# (0000000
curl http://localhost:8080/api/vl/packet stats | jq '.route stats'

0000



Oo0oooo0
ooooa

# 0000000000
curl http://localhost:8080/api/v1l/upf buffer info | jq '.buffers[]

| {far_id, packet count, direction}'

# (0000000000
# 00 OmniUPF 00 PFCP 0000000 FARQO

FIB (000

0000

# 0000000000C0O0O0
# [0 BPF_ENABLE ROUTE CACHE=1 [

# (0000
# [000000000000DOO000a

Hooooioooooo
000

* 00000000
« NIC OO RX O

ooo



# [0 NIC OO0
ethtool -S ethO® | grep -E "drop|error|miss"

# (00000000
ethtool -g ethO

# 00000
watch -n 1 'ethtool -S eth® | grep -E "drop|miss"'

0oooo

# [0 RX O000O0OO
ethtool -G ethO® rx 4096

# 00 TX 0000000
ethtool -G eth® tx 4096

# 10000
ethtool -g ethO

0000 € 00000000

Jo00o0oOU0oiOtOo0Oon 0

ProxmoXx[]VM [][] XDP [][[[]

ooo

* 000000000 XDP OO
* 0000000

000000000000000 SR-1oV
0oooo

00 1000000000000



xdp attach mode: generic

00 2000 SR-10V [0

# [J Proxmox (000

# 1. [0 IOMMU

nano /etc/default/grub

# 00intel iommu=on iommu=pt
update-grub

reboot

# 2. 00 VF
echo 4 > /sys/class/net/ethOQ/device/sriov_numvfs

# 3. [J] Proxmox UI [0 VF OO0 VM
# 00 - 00 - PCI 00O - OO VF

# [0 VM 00

interface name: [ens1fQ] # SR-IOV VF
xdp attach mode: native

VMware[|10000
o0n

« OmniUPF 0000000
O00vSwitch 000000 MAC 0

0000

# [] vSphere [O0000 vSwitch [O0O0O0O0O0
# 1. OO0 vSwitch - QOO0

# 2. 000 - 0000000

# 3. 000 - MAC 0000000

# 4. 00 - O0000OOO



VirtualBox[][]000
000
e 00 < 100 Mbps

O00VirtualBox 000 SR-IOV 00 XDP

0000

# (00000000000
xdp attach mode: generic

# [J0 VirtualBox [

# - 00 VirtIO-Net O00000O00C
# - 00*“0000"0000

# - 00000000 CPU OO

# - 00000000 NAT

# 00000 KvM/Proxmox [OO000000

NIC (000000
JOONIC 0000000 XDP

0o

ERRO[0000] failed to attach XDP program: operation not supported

0o



# 00 NIC 0000
ethtool -i eth@ | grep driver

# (000000000 XDp

modinfo <driver name> | grep -i xdp

# 0000 XDP 000
ip link show | grep -B 1 "xdpgeneric\|xdpdrv\|xdpoffload"

0oooo

00 10000000

xdp attach mode: generic

00 2000 NIC 0000

# 00000000Ubuntufd
sudo apt update

sudo apt install linux-modules-extra-$(uname -r)

# [J00000000000a

# 1000000
# [] https://downloadcenter.intel.com/ [

00 3000 NIC

# (000 XDP [0 NICO
# - Intel X710[E810

# - Mellanox ConnectX-5[]ConnectX-6
# - Broadcom BCM57xxx[bnxt en [O0000

HobUnbobbooooo

0o



« [0 XDP 00000
* NIC 0000

0o

# 000000
dmesg | tail -100

# 0000000
journalctl -k | grep -E "BUG: |panic:"

0000

# 1. 000000000
sudo apt update

sudo apt upgrade
sudo reboot

# 2. [0 XDP [OO00OCOCOO
xdp attach mode: native

# 3. (00000000000
xdp attach mode: generic

# 4. [ NIC 0000 Linux 00000000

Houoon
000000000

0o

 SMF 00000000
 UE 000 PDU 00

0o Oo00o0oo0oooooa



ooo

# [0 OmniUPF (0000000
journalctl -u omniupf | grep -i "session establishment"

# 00 PFCP 0000
curl http://localhost:8080/api/vl/sessions | jq 'length'’

# 000000000 PECP OO
tcpdump -i any -n udp port 8805 -w /tmp/pfcp session.pcap

0000

0ooood
nooon

# 0000000
curl http://localhost:8080/api/vl/map info | jq '.[] |
select(.usage percent > 90)'

# 0000000 eBPF OOOOOOCO

000 PDR/FAR (][]

0oooo

# [0 OmniUPF (0000000
journalctl -u omniupf | grep -E "invalid|error" | tail -20

# (0000

# - 00 UE IP [0U0.0.0.0 0000
# - (00O TEIDOO 00O

# - PDR [JJ FAR

# - 00O FAR OO

# [0 SMF 0000000

O0000O0O0OVEIP/FTUP[



0ooto

# [00000D0O00OCO
feature ueip: true # [J UPF (0O UE IP
ueip pool: 10.60.0.0/16

feature ftup: true # [J UPF OO F-TEID
teid pool: 100000
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00000000000

0o

* (000000000
+ 000000000

0o

# 00000
curl http://localhost:8080/api/v1l/upf buffer info

# 0000 FAR 00O

curl http://localhost:8080/api/v1l/upf buffer info | jq '.buffers[]
| {far_id, packet count, oldest packet ms}'

# (000000

watch -n 5 'curl -s http://localhost:8080/api/v1/upf buffer info |
jq ".total packets buffered"'
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FAR 0000 FORWARD

U00SMF 0000 PFCP 0000000 FAR
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# 00 FAR [0
curl http://localhost:8080/api/vl/sessions | jq '.[].fars[] |

{far _id, applied action}'

# 00 BUFF
# 00 FORW

10000
20000

# 0000 BUFF 000000 SMFQ
# - 00 PFCP O000CO
# - 00 FAR 000 FORW [0

00 TTL 00

0000000 FAR 000000

0oooo

# 0000 TTL
buffer packet ttl: 60 # [0 30 OO0 60 [

0o

00000 FAR 00000000

0oooo

# 000000
buffer max packets: 20000 # [0 FAR

buffer max total: 200000 # 000
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logging level: debug # trace | debug | info | warn | error

# 0000000 OmniUPF
sudo systemctl restart omniupf

# 00000
journalctl -u omniupf -f --output cat

eBPF ][

# [0 eBPF Q000000 bpftrace[
sudo bpftrace -e 'tracepoint:xdp:* { @[probe] = count(); }'

# 00000
sudo bpftrace -e 'tracepoint:bpf:bpf map lookup elem {
printf("%ss\n", str(args->map name)); }'

00 XDP 0000

00 XDP (0000000

XDP 00000 00 0000000O00C tepdump (000 XDP OO000ON3 00 GTP-U O000UDP
2152[]0 XDP 0000000000 UPF 0000 tepdump [0

Oo0oo0oooo



# [0 100000 APT 00000000
curl http://localhost:8080/api/vl/xdp stats

curl http://localhost:8080/api/vl/packet stats | jq
curl http://localhost:8080/api/v1/n3n6 stats

# 00 2000 PFCP 00000 XDP QOO0
tcpdump -i any -n udp port 8805 -w /tmp/pfcp.pcap

# 00 30000000000000 GTP-UO

# 0000 TAP O0000COO0O0O0

# (00

# - gNB [0 UPF OO00OO TAP

# - 000 SPAN/00000C N3 000000

# - 000000000 hypervisor JO000

#

# 000000000 UPFOO

# tcpdump -i <mirror_interface> -n udp port 2152 -w
/tmp/n3 mirror.pcap
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0000

# (000 TAP O0000OCOOO

# [00Cisco OO SPAN OO
(config)# monitor session 1 source interface Gil/0/1

(config)# monitor session 1 destination interface Gil/0/24

# 0000 Gil/0/24 0OD0eenn
tcpdump -i eth® -n udp port 2152 -w /tmp/n3 capture.pcap

00000OVMware[]KVM [0

# (000000000000 UPr O00OOCOOO VM
# J00Linux OO0 tcpdump OO0OO VM OO
# [0 hypervisor 00 UPF [0 N3 J00000OOCO

# 0000 VM 00
tcpdump -i ethl -n udp port 2152 -w /tmp/n3 virtual.pcap
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* (000 NIC 000000oooa

* 0000 tepdump [J XDP 0000000000000
* 0000000000000 UPF 0000

0000 UPF 000000000

- [J PFCP QQUDP 88050 - 0000000 XDP OO
* U API 00000
« [J GTP-U J00OUDP 21520 - 000000 XDP 0
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1. f00bOooa

# (000
uname -a

cat /etc/os-release

# OmniUPF [0

curl http://localhost:8080/api/v1/upf status
curl http://localhost:8080/api/v1l/map info
curl http://localhost:8080/api/vl/packet stats

# [0
journalctl -u omniupf --since "1 hour ago" > /tmp/omniupf.log
dmesg > /tmp/dmesg.log

# (1000
ip addr > /tmp/network.txt

ip route >> /tmp/network.txt
ethtool eth0® >> /tmp/network.txt
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00 PDRs (N3 - N6):

+ (00000 TEID 000000000 PDR 0000
 TEID[0 gNB [0 GTP-U 0000 IBO00D - 000000
 FAR ID[II00000C00000 - OO0 FAR 0000

* QER ID[00 Qo5 0000IO0ON - D00 QER 00O
 URR IDs[JI0000C00000C0 - 000 URR 0000

* J00000OGTP-U 00000

 SDF 000000000000

(0[] PDRs (N6 = N3):



* (00000 VE 1Pv4 00000000000 PDR OO0O0
 UE 1PJ00000 IPv4 [00000O0COOCO

 FAR IDIJ000C0000000C - 000 FAR 0000

* QER ID[00 Qo5 0O0IO0ON - OO0 QER O0CO
* URR IDs[JI0000C000000 - 000 URR 0000
 SDF [[J00000C000000C0 sdffisdf + 000

+ (0000000000 PDROOOOO 100000 1000(0

IPv6 (][] PDRs[]

« API[] IPv6 [J[] PDR 00
» (00 IPv4 00000 1Pve 0000
» [0000000000OD urgod

FAR [0 - 000000
0000 FAR 0000000000

0o

* 00000 FAR 1D 0000000 FAR 0000
+ (00000 PDR O0000OO FAR 1D OO00OOO
+ [JO00OFAR OO00OOOOOCO

FARID [J00000CO0OCO

00 O000000FORWARDDROP[BUFFER[DUPLICATE[JNOTIFY[]
0o 000000000L/00a
0o 00000000TEIDOIP 000

FAR 0000

< FORWARD (1)000000000



DROP (2)000000

BUFFER (4)00000000000
NOTIFY (8)0000000000
DUPLICATE (16)000000000000

0000

- [0“0000@€0"0000"0000000

* JO00C0O00oOOOO
* [ eBPF [JU0OOOO FAR OO

QER (I - QoS (10
000000000 QoS O
000

* 000000 PDR 0000000 QER 1D 0O0O00COO QER
+ (000000 POR OO00QER O00COO
* 0000000000 QEROOUOO 100000 10000

O ad
QER ID 000 QoS (000000 PDR 0000000
MBROIOD (O000COO0O0OKbps
MBROUOD (O000C0O00O0OKbps(
GBROIID [O000000COOOKbpsO
GBRJII  [O0000000OOKbpsO

QFI QoS 000056 OO0

QoS [



 MBR = ojJJ0000
* GBR = 000000000000
* GBR > 000000000CO0

URR [0 - 000000
O00000000000000
000

+ (00000 URR 1D 000000000000 URR

+ 000000 PDR 0000000 URR D 000000OCO URR
+ (000000 POR OO000OOCOURR O0000OCOO

+ (0000000000 URROOOOD 100000 1000(

O ad
URRID (000000000000 PDR 00000O0O

0oda 0 UE 00000000000

0oda 00000000 UE 0000

0aa 0oooooa
0d 00000000 URR 0000
0ooto

* J00000BOKBOMBOGBOTB(
* [0000000OO0O
* 0000000

0o

* 0000000 URR
+ (00000000 O 0000 URROOOOOCO



il

0oooooa

1. 00000 - PDR 000
2. 0000 TEID J UE IP

3. 0 PDR 000 FAR 0 QER [0
0o0oooooa

1. 00000 - FAR OO0
2. 00 PDR (00 FAR ID
3. 0000 FORWARDON DROP [] BUFFER[]

4. J00000000
00 QoS [

1. 00000 - QER OO0
2. [0 MBR [J GBR 00000
3. 005G 00 QFI OO

0oooooa

1. 00000 - URR 000
2. (000@€0000000
3. (000000000

4. 00000

juoad

URL[]/buffers

il

0000000 UPF DO000OOO0OOO0OOO0OO00OOO

0o



poob00oobo0otooa

* 0000000 FAR O0000COOCO
Oo00o0o0Oo0a

0 FARs[JJ0000000 FAR [0

00 FAR 00000000 FAR 0OO00OOOOO
Oo00o0o00o0Oo0a

000 TTLO000000000000a

0 FAR (1000
0000000000 FAR 000
0 00
FAR ID (00000000
00000 O FAR DO00000
0000 O FAR 0000000
00000 00000000000
00000 00000000000

0o 000000000000

0o0oooa

000000000000 FAROOODOOOOOOCO
0000

* [0000000ODO0 FAR OOOCOO FAR OOOCO
« (000000@€€0000 FAR 000

0000



+ (0000000000 FAR O00O0O0OOCOOO
+ [O00000OOCOOOODOOCOOOOO0G

Oo0ooood

* J00000*0000"00
* (000 FAR 0000
* [00d

il
0000000

1. f000ODO00oODoo0O
2. [0 FAR 0000000000
3. (000000000

0ooto

1. 00000000 00" 0o0oo0oog
2. (0000000000
3. 00000”00000

Oo0oooooa

1. 00000000000 FARDOOOOOCOO
2. 0"00" 000000000
3. (000000 Ob000oo0

0o0oooooa

1. f000OD00OoODo00O

2. 00000000 FAR

3. 0 SMF 000000000C0000
4. 00 SMF 00000000000



jooo

000000 5 O0000o000ooOoooooa

Juoad

URL[]/statistics

il

00000000 OmniUPF 0000000000000 Prometheus O0000COOOOO [
0oooo

nooooooooooo

* [000000OOO0O0OOO0OOO

+ JO00D0000O0ODOO0OO0

+ [O00COOO0OOOOOOOOoOOO

* GTP-U 00000 GTP-U 00000000

0000000 UPF 00000000000

0ooa

Oo0oo0odotooOoon

* J00000o00O00O0OOO
* JO0000ODOO0OO0O
+ [O00C0O0OOOOO0

0000000000000
XDP [J]

eXpress Data Path 00000

+ XDP [0 XDP 00000000



+ XDP [J000000O0000C
« XDP [JJ00 XDP 0000000
+ XDP [J0OXDP 00000000

00000 XDBP 000000000

XDP (0000

Oo0oooo0
eBPF (00000
0oooooa
0ooa

N3/N6 (100
Oo00o0o00o0
N3 [JOORAN 0000

» [J0 N300 gNB/eNodeB 000000
 [J0 N3[0000 gNB/eNodeB 000

N6 (000000000

+ [0 Ne[I00O00O0O/IMSOD0O0000O
* [0 Ne[I00OOooo0O

0o00o0000000o0

Oo000000OCOoOOOn

il
0000000

1. f000000D/0000
2. (J0000000000a
3. J0 N3 I N6 000000000



0oo00ooo

1. 0000000000
2. [J0 XDP 00000
3. (00000000000000

0000

1. 00 XDP 00000000
2. [J0 XDP Q0000000
3. 00 N3/Né 000000

0000

1. f0000000ooOoa
2. 1 UPF 0000000
3. (0000000000

joad

00000 5 000000

Juo

URL[]/capacity

il

000000 UPF 0000000000 eBPF OO0O00OCOO

eBPF (000

00 eBPF O0000OCO0OO



O 0d
0000  eBPF 00000000 uplink_pdr_map(]far_map[]
o0 OO0o0oCoo0
0o 000000000000
0000 00000oCoooO
o0 fOfd0odooooooo

000  O0000000oOo0OCO

0oooooa
Oo0000000o0o0Oo0a

* 000<50%00000000000
* [0050-70%000000000
* [00070-90%00000000000
* [100>90%0000000000000

Huooooood

uplink_pdr_map(]

* (00 TEID 00000 PDR
* (0000000000
+ JO0000O0O00OOO

downlink_pdr_map / downlink_pdr_map_ip6[]

- 00 VE IP 0000000 PDR
« 00 UE IPV4/IPv6 00000
* 0000000000000



far_map([]

* (00 FAR ID 00000CO0OCO
* (00 PDR 0000
* J000000O000

qger_map(]

* (00 QER 1D 000 QoS 0000
* 00000000 QoSHnUOnundOO

urr_map[]

* (00 URRID 00000000CO
* [o0O000OOoOOOOo0a

il

0oooo

1. f00000Ooa
2. 000000000
3. (J00000000COoa

0o0oooooa

1. (0000000000 POR 000000
2. (J000000000Ooa
3. (0000000000

0ooooooon

1. 0000000000000
2. [0 PDR 0J000CO>90%00000000
3. (000000000Ooa

0oooooa

1. f00b00ooa



2. 0000000000
3. (0000000000000

joad

eBPF (U000 UPF 0000 UPF 00000000CO0OO

* 00000000 10,000 - 100,000 00
* 00000000 100,000 - 1,000,000 O

+ 000000000 1,000,000+ 00

0000
0000 = (000 + 0O0) = 00

0000000 100 0000 64 0000 PDR 000000 64 MB 00000

joad

00000 10 0Ooooo

Juod

URL[]/upf config

il

000000 UPF O00000000OOO
UPF [

0000 UPF 000

« PFCP [J00SMF/PGW-C 000 IP 00000
* N3 [JOORAN[OgNB/eNodeBOOO0 IP OO
* N6 00000000 1P oo



* N9 [J0UPF 00000 1P 000000
 API [[OOREST API 000

e 0OOmMniUPF 000
O000CeBPFOOO
({0 ([ ([

00 N3 000000 N3 0000
* 00 N9 000000 N9 fOo0o0o0o0

00000000 eBPF 000000CO0O0OOODOOC0OOCOOCO

il

00 UPF (000

1. 00 N3 00 IP 000 gNB 0000
2. [J0 N6 J00000ooooooo
3. 0 PFCP 000000 SMF 00

0o0oo0ooa

1. f0000DO0oO0oOooOoG
2. 000000000
3. (000000a

0o0oon

1. 00 UPF 0000000O
2. (J0000000000a
3. (00000

Juod

URL[]/routes



il

000C00000O00OOUEDIP O00000DODOOSPF O BGPOOOOOOO
0oooon
Oo00o0000o0Oo0a

* 0000000000

* [O0OOVE 1P 00000
+ 000000000000
* 0O000000OO0O

00 VUE IP [0

0000000000 1P 00000

0o 0000

UEIP[] [0 VUE [ IPv4 [ IPv6 [

0o

* (000000000 VE 1P OO
* (0000000000
* 0000000

OSPF [

OSPF000000OOOODCOOOO



O 0o

00 1D OSPF 00000

0d OSPF 000 IP 00O

0o 00 OSPF 00000

0d OSPF 0000CCO000000C

0o OSPF 0000

0000 - DO000ood

0ooo  0o0oootooo

OSPF [0

* [O000OOOOOOODOOOOO
* [o0O00oOOoOOOOo0a

BGP [0

BGPOOUOOOODOOCOOO



O 0d
oo e BGPOOOO IP OO
ASN  [0000000OO
0o BGP [00000DO000CO
0/0 ©o 0000000
00000 - Ood0odoooooog
00000  DO0O000O BGP OO
00000 00000000 BGP OO

BGP [

* 0000000000 BGP OOOOOOO
* [O0O00OOOoOODOo0OOO

0000000 BGP 000 1D 0 ASNOO BGP 00000

OSPF 0000

000000 UE 000 OSPF 00 LSAQNDO00O0O00O



O 0o

0000 1o LSA 000000000000

0d Ooooooa

0000 00000000000 16

0ooo OSPF 000COOCOEL O E2(]

0o 000 OSPF 0000

0o LSA 00000000

0ad LSA 000000
0o

* [0 UE 000000000 OSPE
* [O0000O0OoOOO0G
* [0 LSA 000000

Hooooo
0000000

* 000000000 FRRODOOOOCO
* (0000000000 VUE OO
* [O0000OOOO0OoOOOOO0a

0ooto

* JO0000000O
* [0 OSPF [00BGP O000OCO



il

Oo0oooooa

1. f0bOooa

2. [0 OSPF 0000OO“00"0
3. (0 BGP 000“000"

4. (000000/00000

00 VE 00000

1. 0000 VE 1P 0000000 UE
2. [I00 OSPF 000000

3. [0 UE 000000000 LSA [
4. 0000000000 UPE 00

Oo0oo0oOoon

1. fOb0000oooOoo00o0

2. 00000000 bo0o oo

3. (000000D0000000O00a

4. (0000000 OSPR/BGP OO0

000 UPF (00

1. 00000000000 UPE OO
2. (0000000000a

3. [0 OSPF 00000000
4. [0 BGP 0000

0oooooa

1. 0 UE 0000000000000

2. (J00000000COoa
3. 00 OSPF LSA 0000

4. [0 BGP 00000000



jooo

00000 10 J000R0R0000000000000 VE 000

Hoo
000000 UPF 0000 FRRODOOO000000

+ OSPFI000000C 2 LSA 0000
 BGPI00000000 BGP OO0
* UOOOCREST API 0000 vtysh 00000 FRR

XDP 00

URL[]/xdp capabilities

il
XDP 000000 eXpress Data Path (XDP) 0000000000 UPF O00000000CO
0ooa
Ho0000000000o0
0d ad

0oda 00 XDP 000000000ethO0ens1fo[

0ooa 000000000000i40eixgbeflvirtio_netf]

000000 Oo0oooooo

a0 000 XDP OO0ODRVSKB [1 NONE[]

00000 0000000 NIC 0000



XDP [
0000000 XBP 00000000000000
XDP_DRV[I00O

* [00~5-10 MppsO000O00O000

00000000000 XDP 000o0oa

0000000 XDP 000 NIC 00000i40efixgbeImIx5 [0
00000000000 XDP 000000

000000000000000v 00000000000 X0X €€

XDP_sKB[JJOOOO

* [00~1-2 Mpps
Oo0oo0odotooOoon
Ooooooooo
0oooooa
Oodooootdv O

0ooooooo

* (000 XDP 000000
* 000000000

Ooooooon

* (0000000000 00" booooo
* 00000000000 XDP O0o00ooooo



XDP [io0ooooooooooooin Mppes L0000
0d

Oo000000Oo0ODOo0Oa

0oooooa

* "v 0000 XDP_DRV [0000000COOOCO"
* 0000000000

0oooooa

 "A [J0000 XDP_DRV 0000000000
+ [0000000O0o000O

 "A 0000000000 XDP_DRV®

* Q000000000

0oooooa

* [0 XDP 0000000



Mpps 0000

00000C000000OMppsO0000000Gbps0

0ooa
00000OMpps

e [000.1 - 100 Mpps

« (0€€00 XDP 00000 Mpps
* [0000000OO0O

Oo00o0o0Oo0a

« 0064 - 9000 [[]
* 001200 00000 GTP 0000
» (0000000 GTP OO

poooood

* 64BI0000000C000
* 128B{J000
* 256B[J000000

* 512B0000000O0
* 1024B0000

* 1518B[JI000000000000000O
0ooa
O0000GbpsO0

* (000000000
e [JO0Gbps = Mpps x Packet Size x 8 / 1000

* [0 GTPOUDPHIP 00000
0000000GbpsOO

* JO000000OO0



e 000 ~50 000 GTP 0000
e [J[Gbps = Mpps x (Packet Size - 50) / 1000

0oooon

* [0 Mpps J00OOOO000O0O0COO
e 0010 Mpps = 10,000,000 OOOOO

0oooo

* (0000000
e (0010 Mpps x 1200 [0 x 8 [I/00 + 1000 = 96 Gbps

00 Mpps
0000000000000
000 Mpps

* 0000000
* [0000000OOO0O
* (0000000

Oo0oooo0

000009 @900 Mpps = 000 Gbps
* (000000000 Mpps = 000 Gbps
* 0000000000000

GTP (0000

0000014 00

IP 0020 OO0IPv4QD 40 OO0IPve[
UDP 08 OO

GTP [J08 OO0CCO

00000000000 ~30 00



il

00 XDP (00

1. 000 XBP 0000

2. [I000 XDP 00000 DRV O000O000C
3. (00 Mpps 0000

4. (00000

Ooooooon

1. f000000000OMpps(
2. 000000000000000
3. 0000000O00GbpsO
4. 0000000000000

00 XDP (00

1. 0000000000 XDP_DRV [0
2. (0000000000a

3. (000000D0000000O00a
4. (000000000 CPU 0000

0000

1. f0DO0000O0O0000 Mpps
2. 00 XDP 00000000

3. (000000000
4. (J000000O0000O00O

Oo0oooooa

1. 00 XDP OO0 DRvOOOO SKB
2. J000000000000C00oG

3. (0000000000
4. (000000D0DO00000O



Hooooo
O0000XDP_DRV(]

e 00000 XDP 000 NICOIntel i40e/ixgbe[JMellanox mIx5[]
* 00 NIC 000000000

¢ 000000RSSOO0O0O00

* [0 NIC 0000000

000COXDP_SKBL

* 0000000
* (0000000000
* (00000000000

0o0oon

+ (00000 CPU 0O000OCO
* J0000000O0OOO
* [0 RSSOOOCO00O0OO0O

joad

XDP 0000 30 0o000ODO00D0000CO0O

juoad

URL[]/logs

il

0000 OmniUPF 0000000

0o

* [ Phoenix LiveView (000000
» JU00O0OOOOO



* (0000000
* JO000000000OO

joad

OmniUPF Q00000 Elixir Logger 000

« DEBUGIIO0000

« INFOOOOOOOOO0CO

< WARNINGOOOOOO00O0
« ERROR[IO000CO

il

0oooooooa

1. Q00000
2. [1 SMF 00000
3. 00 PFCP 00000000

00 PFCP [0

1. 00 PFCP 000000
2. J00000/00/00
3. (00000

0o0oooa

1. f00000Ooa
2. [J0 eBPF 000000
3. 00 FAR/PDR 000



Juod

joad
000

* [00000ODOO0OO0G

* [O0O0OOOOoOODOoOOG
* J000000000Oa

* [0 XDP 0000

0o0oon

* 00000000000
* 0000000 TTLOo00000000
* JO000000OO0
 [0"00"000"00"0O00o0oa

0ooto

* 00000000000 VE OO
* [O000000OO0

+ (00 UPF 00000000
+ JO0000O0O00OOO

0oooo

* (000000000

* (00000000 VE 000

+ J0000000OO0O

* [O00C0OOOOOODOOOOOn

il

+ 0000000000 5-10 0o00ooooo
* J000000OO0OOCO



+ [000000000OURR O00000O0OC
* 0000000 UPF 00000

Juod

. - PDROFARQER[JURR [

. - J000000000

. - 000 Prometheus 0000

. - PFCP [J00000CO0O

. - REST API 0000

. - UE (00 FRR 000000

. - 000 XDP 00000 eBPF (0
. - Q000000

. - 00 UPF 00000



OmniUPF [ XDP

[
[

© o N vk W

il

OmniUPF ][] XDP (eXpress Data Path) [100000O0000XDP OO0 Linux JO000000
O00000CeBPFOOOO0COOOCOOODOOCOOOOONCOOOOO0CO0OOO

XDP 000000 eBPF O000000OCOOOCOCO



TN

00000
0O NIC

/ 00 XDP

1. RX
o o -

Ooo0aa XDP [0
virtio_net, ixgbe [J [1 SmartNIC []

/

2. 0000 H"DD XDP
00

Linux €€
TCPAP, [0

/

3 E["] III =

000
OmniUPF

00000 XDP 000 OmniUPF OO00000CCOCCCOCCCOCOOOOOOCO0O




XDP 00

0d

0o

0o

0d

CPU
aoa

NIC ]

0ooa
0ooa

0oda

0d

aaoa aooo
Linux 000 O0dod
~1-2 Mpps ~5-10 Mpps
~100 pus ~10 ps
I 0
00 NIC 00 XDP 000
00000000 0000000000
NENEN aoooo
xdp attach mode: xdp attach mode:
generic native

0O0000O0000 OodOototooooooa

Juonoood

il

0o

NIC [0

~10-40 Mpps

~1 us

00 XDP [J SmartNIC

0ooPCI 000

Oo0o0oo0

xdp attach mode:
offload

00 XBP 0000000000 0 0 Linux 000000 eBPF 00000000 XDP 00000CCO0O0000



jooo

* [000~1-2 0000000 (Mpps)
* (0000000 ~100 00
+ CPVU [JJ000CO00 XDP 000000000

joad

* (0000000
* [O000000OO0
* [O00C0O0OO0OOO

il

# config.yaml
interface name: [ethO]
xdp_attach mode: generic # 000

0000000 Oo000OtODoo0ooooOnoo0n U 000

HUoOoooodood
il

00 XDP 0000000 00 00 eBPF 000000000 Linux OO00000COO0000CO00000COO00000O
ad

joad

« (0000000 ~5-10 0000000 (Mpps)
* 0000000 ~10 00

 CPVU [I0000000OOO0OO

* JO00€9€ CPU OO0 NIC 000000



jooo

* (0000000

* J0000000o0OOO
* JO000000O0OOO
* 0000000000

NIC (1000

00 XDP (000 XDP 0000000000000 NIC 0000 XDPO

00 NICOoOoooo

e [J000ixgbe[]10G[][]1i40e[]40G[][]ice[]100G[]
O00bnxt _en
00000mUx4 en[Imlx5 core

Netronome[]nfp 00000000
Marvellmvneta[Imvpp2

00 NICOO000ooooa

e VirtlOJvirtio net[JKVM[Proxmox[JOpenStackv
VMware[Jvmxnet3 v

000hv _netvsc[JHyper-VQ]v

0000 ena DAWS[

SR-10V[ ixgbevf[Jid40evf [JPCI O00v

J00VirtualBox 00000 XDPOOOOCOOOOO

il

# config.yaml
interface name: [ethO]
xdp_attach mode: native

000C0000000000O00000 NIC 0000000000000 Proxmox 0000



J0000SmartNIC[]

il

00 XDP [ NIC [JOOsmartNICH 0000 eBPF 000000 CPU OOD0000OODO0O0OO0O0OG
De€000

joad

* [000~10-40 0000000 (Mpps)
* (0000000 ~1 00
 CPU 0000000 NIC 0000

joad

+ (0000 00000 UPF 00 10G+(]
* (0000000000
* 00000 00000 €PU 000

joad

0000 Netronome Agilio SmartNIC [JJ XDP 00

e Netronome Agilio CX 10G/25G/40G/100G

000000000 000 0 pel 00 - D00000000000a

il

# config.yaml
interface name: [ethO]
xdp attach mode: offload



[] Proxmox VE ][] XDP

Proxmox VE [0 VirtlO J000000000000000 virtio_net 00000000 XDPOOOOCOOO
0 000 00000000

00 100000

0o00o0o00o

* J000CO00DD0O00CODD €PU 0000 - 00
+ (0000000000 C€PU 000 - 0000



10 200 Proxmox [0

00 A0 Proxmox Web Ul
1. JO0o0000000CO0O

o []J Proxmox Web O000000000
o (000



2. 00000

o 0000 00
o (00000O0OCOOnete[
o [0 00

3. 00000

o [0 "000" 0O
° [J00 800000 vC€PU O000UOD 160
o Q00 0d

4. 0000

o 0000

(0 B[O Proxmox [][[]

# SSH [0 Proxmox []]

# 0000000 ID
gm list

# 0000000 XXX 00000000 IbO
gm set XXX -net@ virtio=XX:XX:XX:XX:XX:XX,bridge=vmbro, queues=8

# 0000000 1910MAC [J BC:24:11:1D:BA:00
gm set 191 -netO® virtio=BC:24:11:1D:BA:00,bridge=vmbr0,queues=8

# 060000
gm shutdown XXX

# 00000000
gm start XXX

0oooooa

* 4 [JI00000000000CD 2-4 vePU 0000
* 8 [JI00000000000OC04-8 vePU 0000
+ 16 00000000008+ vCPU 0000



00 300000000000

0000000SSH 0000000oo

# 000000
ethtool -1 eth®

# 00000

# etho 00000

# Combined: 8 <-- 00000000

# 100000

ls -1d /sys/class/net/eth0/queues/rx-* | wc -1
ls -1d /sys/class/net/eth0/queues/tx-* | wc -1

# (0000 80O0b0O0OO

00 400 OmniUPF (J0000 XDP

(00 OmniUPF [0

# 100000
sudo nano /config.yaml

00 XDP 000

# [0
xdp attach mode: generic

# [0
xdp_attach mode: native

(0 OmniUPF[]

sudo systemctl restart omniupf



00 300000 XDP 0000000

0000

# (00000
journalctl -u omniupf --since "1 minute ago" | grep -1

“xdp\ |attach"

# 00000
# xdp _attach mode:native

# XDPAttachMode:native
# 00 XDP 00000 “"etho"dOO0O 20

00 API OO
# 1000
curl -s http://localhost:8080/api/vl/config | grep xdp attach mode
# (0000
# "xdp attach mode": "native",

[1 Proxmox [][]
000"0000 XDP oo
00000

* 000000000 ethtool -1 etho[]
* 0000000 uname -rQ00 = 5.150]
e 00000 VirtlO JJ000 Usmod | grep virtio net

00000000 1 00a
noooa

* 00000 DODOOOODOROO0O0O0O
e [0 gm shutdown XXX && sleep 5 && gm start XXX

e [J Proxmox J00000grep net® /etc/pve/qgemu-server/XXX.conf



poob00oobo0otooa
0oooo

* [0 CPU 00000CODOO

00 top - CPU [000OO0OOOOOO
e O XDP OOOOOcurl http://localhost:8080/api/v1l/xdp stats

J00000000000000 XDP

VMware ESXi / vSphere
VMware [J] vmxnet3 (00000000 XDPO

0o

« ESXi 6.7 00000
* 0000 vmxnet3 00000 1.4.16 000
» JU00000 14 000

0o0oon
1. 00000
2. 0000000

o 0000000 - 0000
o 00000 - 00
o [ 0000000 000 0d

3. 0 -vmx 00000000000

ethernet0O.pnicFeatures = "4"
ethernet0.multiqueue = "8"

4. (00000000



ethtool -1 ens192 # [JO0OOO

(0 OmniUPF[]

interface name: [ens192] # VMware 000 ens192
xdp _attach mode: native

KVM / libvirt[][]

00 virsh 000000

# 000000
virsh edit your-vm-name

Oo00o0oo0Oo

<interface type='network'>
<source network='default'/>
<model type='virtio'/>
<driver name='vhost' queues='8'/>
</interface>

0o0oooooa

ethtool -1 eth®

Microsoft Hyper-V

Hyper-V [J[] hv_netvsc 00000000 XDP[]
0o

e Windows Server 2016 [J0000
0000 Linux 0000 4.3 000



* Q00000

0oooon

[ Hyper-V 0000 PowerShell[]

# [0 vMQUUOOOOO - Hyper-V 0000

Set-VMNetworkAdapter -VMName "YourVM" -VrssEnabled $true -

VmmgEnabled $true
(00 OmniUPF[]

interface name: [ethO]
xdp_attach mode: native

VirtualBox

(JO0VirtualBox 0000 XDP
O00VirtualBox [J000000e1000virtio-net[J00 XDP 00

0o00o0o00o0Oa

xdp _attach mode: generic # VirtualBox [0

[0 XDP [1[]

00000 XDP 000000000000



1. [ OmniUPF []]

# 000000
journalctl -u omniupf --since "5 minutes ago" | grep -i xdp

# 000
# v "xdp attach mode:native"

# « "0 XDbP O0000"
# x "0000" O 00000

2. [0 API [[]

# 00000
curl -s http://localhost:8080/api/vl/config | jgq .xdp attach mode

# (0000
# "native"

3. 0 XDP {000

# [0 XDP 000000
curl -s http://localhost:8080/api/v1/xdp stats | jq

# 00000

{
"xdp aborted": 0, # 00 e0o0o
"xdp _drop": 1234, # 00000
"xdp pass": 5678, # 0000000
“xdp_redirect": 9012, # 000000
"xdp tx": 3456 # 00000



4. 00000

# (0006660 XDP
ethtool -i ethO® | grep driver

# 0 Proxmox/KVMOOOO "virtio net"

# [J0 VMwareO0 "vmxnet3"
# [0 Hyper-VOOOO "hv_netvsc"

3. 000

0o00o0o00o00a

# 000000
watch -n 1 'curl -s http://localhost:8080/api/vl/packet stats | jq

.rx_packets'

# [0000~1-2 Mpps
# 00000~5-10 Mpps(O0 5-16 00

[0 XDP [1[]

000000 "booo Xpe gp*
000

000000 XDP 0000000 etho

ooo

1. (000000



ethtool -i ethO® | grep driver

# 000000 virtio net/vmxnet3/hv netvscOOOOd XDP 00000

2. (000000

uname -r

# 00 = 5.15 000000 XDP

3. (00000000 XDP 000

ip link show eth® | grep xdp

# 00000000 XDP 00000000
ip link set dev ethO xdp off

0oooo

* (0000000000 5.15+
e 00000 virtio_net JO0000modprobe virtio net

* (0000000000 XDrOoUoooooo

0000000000« €O

0o
00000000 XbP OO

0o

00 dmesg OOOOCOO

dmesg | grep -i xdp | tail -20



ooooa
1. 00000000 XDPQ

o VirtualBox 000000000 XDPO
° 000 NIC 0000

2. (000000

o [JJethtool -1 eth®
o (00 > 1 00000

3. J0 XDP 000000

# (000000COO Xbp
grep XDP /boot/config-$(uname -r)

# (000
# CONFIG _XDP SOCKETS=y

# CONFIG BPF=y

0000

* 000000000 Proxmox 000
* (000000000
* (0000000000000 XDP

Jobooitotoboooon
O0000000000000000000000

0o

1. (0000000



# 0000000000
ethtool -S eth@® | grep rx _queue

# 0000000000

2.0 CPU 00O

# 0000000 CPU OO0
mpstat -P ALL 1

# (0000000000 CPu O

3. 0 XDP 000000000000

# 6860 bpftool 0000
sudo bpftool net list

# (00 XDP (0000

0ooto

* [0000008-16 0000
* [0 CPU 000DOOCOO
* (0000000000 CPU OO0O

JOOXDP J0000xdp_aborted > 0[]

0o

curl http://localhost:8080/api/v1l/xdp stats

{
“xdp_aborted": 1234, # 00000

0o



XDP 0000 eBPF O000OOOO0O0OO

1. 0 eBPF [JO0OO0

dmesg | grep -i bpf | tail -20
2. 00000000

# eBPF [JO000O0
curl http://localhost:8080/api/v1l/map info

# (0000 1ee%s (00

0000

* 00000 eBPF OO0O0
000000000000 eBPF OO0
 [J0 Linux 00 eBPF 000000

Jo0Proxmox (1100000

O00ethtool -1 etho (OO0 1 000OCOOOOOO
oo

1. [0 Proxmox [J0000

# [] Proxmox [0
grep netO /etc/pve/gemu-server/YOUR VM ID.conf

# [J000queues=8

2. J0000000C0O0O



# [J Proxmox [0
gm status YOUR VM ID

# 0000 "status: stopped" 0000

0ooto

# [] Proxmox [

# 1000000

gm shutdown YOUR VM ID
sleep 10

gm start YOUR VM ID

# 00000000
ethtool -1 eth®

HO00C0O0O000O DUObOObObdoototooOoo0a

00000 XDP (00000

0o
000oo Xbp 00000000

0oo
XDP 000 CAP_NET ADMIN [J CAP_SYS ADMIN [0
Qo000

1. ] root [JJ0 OmniUPF 000000

sudo systemctl restart omniupf

2. (000 systemdI00000000000



# /lib/systemd/system/omniupf.service

[Service]

CapabilityBoundingSet=CAP NET ADMIN CAP SYS ADMIN CAP NET RAW
AmbientCapabilities=CAP_NET ADMIN CAP_SYS ADMIN CAP_NET RAW

3. 0000 Docker(] --privileged 000

docker run --privileged -v /sys/fs/bpf:/sys/fs/bpf ...

Juooda

OmniUPF 0000000000000
0d 0ooa 0ooa 0d
00000 1.5 Mpps 8.2 Mpps 00 5.5 []
a0 95 us 12 ps 008 [

CPU 0001 Gbps[]  85%[01 000 15%00000 00O 5 000

00000 ~1.2 Gbps ~10 Gbps 00 8 [J

0000000000000 UO0Oo0oo tood

XDP 00

A [000000000000000 Oomnitouch [00000000CCO00000C0 100% (000

000000 XDP (00 NIC

00 NIC 00000 omniUPF OO0 XDP 000



000 NICO00ooooa

0o 0o 0ooa XDP [0 ad
Intel X520 10GDbE ixgbe [00v 0000000000O000O
Intel X710 10/40GbE i40e ad v Ho000000
Intel EB10 100GbE ice ad v Uo000oO0a
Intel i350 1GbE igh 00 v0O0OO0 5.10+0 [O0O000000

N000/NVIDIA NICOOO00

0 [ 0000 XDP I 0]
ConnectX-4 25/50/100GbE  miIx5 [V I0e<<€00000000
ConnectX-5 25/50/100GbE  mIx5 [ 000000000
ConnectX-6 50/100/200GbE mlIx5 Qv 000000000000
BlueField-2 100/200GbE mix5 [ v (0 DPU [0 SmartNIC

00 NIC
[ 0 aoao XDP []] 1l
BCM57xxx [[] 10/25/50GbE  bnxt_en [ v 000 Dell/HP OO0

00 NICOOD0ooo



XDP

a0 NIC [ aooo 0 a0 a0
. . a0
Proxmox/KVM VirtlO virtio_net 00 v W RN
VMware ESXi vmxnet3 vmxnet3 a0 v [ [ ESXi 6.7+
Hyper-V NIC hv netvsc v Windows
yp - - a a Server 2016+
AWS ENA ena 00 v [ EC2 0000
VirtualBox a0 a0 gooo O O00000

0000000 NIC

000 XDP [J0000eBPF O NIC 00000

00 0o 0o 0o
Netronome Agilio CX 10G 10GbE 00000 XDP OO
Netronome Agilio CX 25G 25GbE do0ooo
Netronome Agilio CX 40G 40GbE O0000~$2,500-5,000(]

Netronome Agilio CX 100G 100GbE [J000O

0000000 NIC 00DO000000ODOD0o0o0oDOonD XoPa

Huooo

000000000000 OmniUPFE 00000

000001-10 Gbps(]



NIC[Intel X520010GbE 000
00000 Xbp

000000 UPF OO0 ~8-10 Gbps
000~$100-200000/000

00010-50 Gbps[]

¢ NIC[]Intel X710[]40GbE[]] Mellanox ConnectX-4[]25GbE[]

* (0000 XDP
e 00000 UPF OO0 ~25-40 Gbps
e JO0~$300-800

00050-100+ Gbps[]

¢ NIC[JMellanox ConnectX-5/6[]100GbE[]

* (0000 XDP
* 00000 UPF OO0 ~80-100 Gbps
« [J00~$1,000-2,500

J00000Proxmox/KVM(]

« NIC[Virtlogs-16 [0

» (0000 XDP
« 00000 UPF OO ~5-10 Gbps
* 000000000

NN

00000000 OmniUPF 000



NIC/00 0d

Realtek NICs [ XDP [J[Linux ([9€Y¥10
VirtualBox 000 XDP OO
000 NICs U000000000

0000 NICs[1<20140 [ XDP 000000

NN

Ho00o0o0oooa

1. 0 0000000 Linux 00000000 XDP

# 00000

modinfo <driver name> | grep -i xdp

2. [ 00000000 = 5.15 (00000 Xop

uname -r

3. [ 000000 NIC 000000000RSS/VMDaQ
4. [0 PCI 0000 PCle O0O0OOOOCO

o 10GbE[PCle 2.0 x4 [0
o 40GbE[PCle 3.0 x8 [
o 100GbE[JPCle 3.0 x16 [J PCle 4.0 x8

5. [0 00000

° 00000000 NIC
o 000000 Virtlo g SR-10V [0
° 00000 NIC 0000

0ooa

Intel i350 [

000 Proxmox/KVM

0000 Intel/Mellanox

Intel X520 [0



A 100000000000 - D000 ©Omnitouch (0000

Juo

* 00000 - 000000

* 0000000 - 000000

* 00000 - eBPF [1 XDP 000
* 00000 - 00000000

HO00
Proxmox [][] XDP [J[J[JTL;DR[]

# [] Proxmox [0
gm set <VM ID> -net® virtio=<MAC>,bridge=vmbr0, queues=8
gm shutdown <VM ID> && sleep 10 && gm start <VM ID>

# (00000
ethtool -1 eth® # [J0 8 [0

sudo nano /etc/omniupf/config.yaml # [JO0xdp attach mode: native
sudo systemctl restart omniupf
journalctl -u omniupf --since "1 min ago" | grep xdp # 00000

U0 XDP (000000000

# 1000
curl -s http://localhost:8080/api/vl/config | grep xdp attach mode

# 100000
curl -s http://localhost:8080/api/vl/xdp stats | jq

# (000
ethtool -1 eth®
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OmniUPFO0 eBPF O00000C00000000 5G/LTE 000000000C00CO000000QoS 00000
000000000000 Linux eBPFOO0000000C000000C000000C00000OmMNIUPE 000 5G
SAQ5G NSA [J LTE [0000000000000000

Jo0o0ooood

000C00OUPFOD 3GPP O000000OCOO 5G 0 LTE 00000DO00O0000CO

Jo00C0o00o0OCOo0Oo0a
00000QeSHINNNUINNND0OnO
OoOf0odOobotooOoon
O0000000€ €000
0o0000000o0ODOo00a
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OmniUPF [0 3GPP TS 23.50105G[0 TS 23.401[LTEOOO0000 UPF 00000OOOOOOO
0CCOO00000000000 Linux 00 eBPF OO00000000



OmniUPF [J[[]
000000

* (000 3GPP 0000OCO000OO

* [0 eBPF 00000000OCOOCO

+ GTP-UDI0000OCOOOOOOOOCO0G
* 00 IPv4 [ IPv6 00000000
 XDPUOOOOOOOOUOOOOOO

* 00000000

QoS 0000

* (0000 QoS 0U0UOOOQER(
00000000000PDRO
000000000O00OFARD
000000000000OSDROO0
00000000000000O000URR]

0oooon

« PFCPOI0000CCO0000C0 SMF/PGW-C
00000000 RESTful API

0o0oooa

eBPF (00000

00 Web 00000

0oooo

* [0 eBPF 000000COOO
Jo0000000o0o0000a
000000

O000000C€© €00
0oo00odooooa

Oo00o0o00o0oo0a O



Juonoood

OmniUPF J0000C000000C000 5G O00SADUSG OOOONSAQD 4G LTE/EPC 000000000
000000OmniUPF O0000000000000O0

* UPFJ00000O0O - 5G/NSA 0000000 N4/PFCP [0 OmniSMF 00
« PGW-U[JPDN 000000 - 4G EPC OO00000OOO Sxc/PFCP [0 OmniPGW-C 00
 SGW-UJJ00000O0O00 - 4G EPC OUO0O00OOO Sxb/PECP [ OmMniSGW-C [0

OmniUPF 00 0000 000000

 JUPFO5G 0
« PGW-U + SGW-U[[ 4G J0000 EPC OO0
* UPF + PGW-U + SGW-U000 4G 0 5GO00000

00000000000 eBPF 00000000 PFCP O0O0OOO UPFOPGW-UOSGW-UNDIOOOOOOOCO
Oo0oooo0

SG [JUIOOSA 000

OmniUPF 00000 5G 000000000CO00000OO0000C0O0000000000




OmniCharge OmniRAN

Downloads ¥ 000~

Omnitouch Websit

UE AMF
0000 000000
0000 5
GTP-U ”?1
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gNB/eNodeB SMF
SG/LTE [I] 0000
N3 [0 N4 PFCP 1
N7 N40
GTP-U [} ooomo 5
_SGmme i i
OmniUPF PCF CHF
(00000 0000 il
N6 [
oo P
DELD
0000
O00/iMS/00

4G LTE/EPC 000

OmniUPF 00 4G LTE [0 EPCO000000000000000000000 OmniPGW-U [] OmniSGW-
U 000



00 PGW-U/SGW-U 0000 4G OO0

000000OmniUPF 0000 SGW-U 1 PGW-UNN00000C000000

SGi [0
goie

000 SGW-U [J PGW-U [J0000/0000

000000000000C0000000 OmniUPE [0 - 0000 SGW-u00o000 PGW-U[
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UE
i
0o
GTP-U
eNodeB OmniSGW-C
LITE 0 00oom
S1-Um Sxb PFCP
GTP-U I 000
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OmniUPF
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SGi g
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OVIMSID

N9 000000000 SGWU+PGWU(]
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EPC - OO0
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0000 OO0
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"
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00000000OmniUPF 00 0000000 SGWU 1 PGWU 0000 eBPF 00000 N9 00000



Sxb PFCP

0oooo

0000 N9 [0 - 000 eBPF OO00COOOOCO

[0 40-50% CPU [J[] - 00 XDP 00000000000

[ 0000 - O0000000000

00000 - 0 n3_address = n9 address 00000
0 0000 3GPP [0 - 0O PFCP 0 GTP-U (00

0o



# OmniUPF config.yml

interface name: [ethO]

n3 address: "10.0.1.10" # S1-U [] IP

n9 address: "10.0.1.10" # 00 IP 0O N9 000

pfcp address: ":8805" # SGWU-C [] PGWU-C 0000

0000

0000000000000
Hoo0ooooiooon0
000/00000000
00000000< 100K OO0d

0oooon

* J000000SGWU [ PGWU 00000
* 00000000
* (000> 1M 0000

JO00C0O0OONOCOOOOOOOtOOOOO0a O

Hobobiooooonoon

0000000OmMniUPFOOmMNiPGW-U [1 OmniSGW-ULI00000000000000000

1. 0000

o 5GJOmMniSMF [0 N4 000 OmniUPF [0 PFCP [0

4G]OMniPGW-C [ OmniSGW-C [J[J Sxb/Sxc [J OmniPGW-U/OmniSGW-U []
] PFCP [

0000000 UE PDU 0005GO0 PDP 00004GO00 PECP [0
000000 PFCP OO0 PDROFAROQER [J URR [
eBPF (0000000

[e]

[e]

(o]

(o]

2. J00000COVE - 00000

° 3G[I0000 N3 000 gNB 00000 GTP-U 0



o 4GI0000 S1-VU OO0SGW-un S5/58 OOIPGW-ULD eNodeB 00000 GTP-U
0o

o (00000 TEID 00000000 PDR

o eBPF JO00 QERIOOOOOOOCO

o FAR [0000CO00O0O0CDOCOO

o [J0 GTP-U 000000000 NeO5GHn sGig4GHod

o URR [000000000COOCO

3. 00000000000 - UEQ

o 5G[O0000 N6 0o0o0D IP O

o 4G[O0000 SGi 000000 IP 00

o (00000 UE IP 0000000000 PDR

o SDF N00000000000000000000000

o FAR [J] GTP-U 0000000

o 00000 TEID 00 GTP-U

o 5GO00000 N3 0000 gNB

o 4G[J00000 S1-UnsGW-U] S5/S8[1PGW-U[][][] eNodeB

4. 00000

o 5GJ000000OMNISMF 00 PDR/FAR [0

o 4GJOmMniSGW-C/OmniPGW-C [J eNodeB 0000 TAUOOOOOOOOOOOOOO
o (O0000oOODOOOOOOOO

° JH000OoOODOOOOOO

0000000004G 0 3G

OmniUPF 0000 3GPP 000 5G 00 4G 000000000

5G [



a0 0=-0 ao 3GPP [
N4 OmniSMF & OmniUPF  PFCP 000000000 TS 29.244
N3 gNB - OmniUPF (00 RAN JO000O00OGTP-U] TS 29.281
N6 OmniUPF - [0 [1 DN 0000000000 o TS 23.501
N9 OmniUPF « OmniUPF  [J/000 UPF 0000 TS 23.501
4G/EPC [I]
gd O0=-0 a0 3GPP [
Sxb OmniSGW-C & OmniUPF[JSGW- 00000 PECP 0000 TS
U 00 29.244
S OmniPGW-C & OmniUPF[JPGW- PDN PECP TS
X umm oo U 59244
S1.U eNodeB » OmniUPFJSGW-U [] 00 RAN 0000000 TS
a0 OGTP-U[] 29.281
$5/58 OmniUPF[JSGW-U[J& OmniUPF GTP-U TS
IPGW-U[] 0000000000 O 29281
SGi OmniUPFJPGW-U [JjJ- PDN NLLBHCCOaon - 15
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