Guia de Configuracao
do Nokia AirScale

Configurando Estacoes Base para Integracao com o RAN Monitor
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Visao Geral

Para permitir gue o RAN Monitor colete métricas de desempenho, alarmes e
dados de configuracao das estacdes base Nokia AirScale, vocé deve configurar
a estacdo base para relatar dados ao sistema RAN Monitor. Isso é realizado
através da interface Nokia Web Element Manager (WebLM).

Este guia descreve o processo de configuracao do objeto gerenciado
Performance Measurement Common Administration (PMCADM), que controla
como a estacao base envia dados de desempenho para sistemas externos.



Quem Deve Usar Este Guia

Importante: Toda a configuracdao da estacdao base Nokia AirScale é realizada
pela Omnitouch como parte da implantacao inicial e suporte continuo. Este
guia é fornecido para:

* Usuarios avancados que desejam entender a configuracdo da estacao
base

* Implantacoes autogeridas onde os clientes configuram suas préprias
estacodes base

e Solucao de problemas e compreensao da configuracao atual

e Onboarding adicional de estacoes base em ambientes autogeridos

Se vocé é um cliente gerenciado pela Omnitouch, entre em contato
com o suporte da Omnitouch para configuracao e onboarding da
estacao base.

Para entender as métricas que estao sendo coletadas, consulte
. Para configuracao do sistema, consulte

Pre-requisitos
Antes de configurar a estacdo base, certifique-se de que vocé possui:

* Acesso a Rede - Conectividade com a interface de gerenciamento da
estacao base

e Credenciais de Administrador - Nome de usudrio e senha com
privilégios de configuracao

 Detalhes do RAN Monitor - Endereco IP e porta onde o RAN Monitor esta
ouvindo

e Software Suportado - Versao de software da estacao base Nokia AirScale
compativel

Informacoes Necessarias:



Parametro Valor Exemplo

it £4
Ende.zre(;o IP do RAN IP onde~o RAN Monitor esta em 10.179.2.139
Monitor execugao
Porta do RAN Monitor Porta de coleta (padrao: 9076) 9076

Com que frequéncia enviar
Intervalo de Coleta 60 segundos

métricas

Acessando a Interface WebLM

Passo 1: Abra o Gerenciador de Elementos Web

1. Abra um navegador web

2. Navegue até a interface de gerenciamento da estacao base:
http://<endereco-ip-da-estacao-base>/
ou
https://<endereco-ip-da-estacao-base>/
3. Faca login com suas credenciais de administrador

Passo 2: Navegue até o Gerenciamento de
Configuracao

Uma vez logado:

1. Clique em Configuracao na barra de menu superior

2. Selecione Gerenciamento de Configuracao no menu suspenso



3. Cligue na aba Editor de Parametros

Vocé deve agora ver a arvore de configuracao no painel esquerdo e o editor de
parametros na janela principal.

Configurando o Monitoramento de
Desempenho

Passo 1: Localize o Objeto Gerenciado
PMCADM

No painel de navegacao a esquerda (arvore de Objetos):

. Expanda Configuracao Atual da BTS

. Expanda CURRENT_BTS_CONF-1

. Expanda MRBTS-X (onde X é o ID da sua estacao base)
Expanda MNL-1 (Link de Gerenciamento)

Expanda MNLENT-1 (Entidade de Link de Gerenciamento)

Cliqgue em PMCADM-1 (Administracao Comum de Medicao de
Desempenho)

I N N

O editor de parametros exibira os parametros de configuracao do PMCADM-1.



Passo 2: Configure o Monitoramento de
Desempenho em Tempo Real

Role para baixo até a secao Estrutura 1, que contém as configuracdes da
Entidade de Coleta de Monitoramento de Desempenho em Tempo Real.
Configure os seguintes parametros:

Parametros Necessarios:



Parametro

Tipo de certificado para
autenticacao TLS

Host da entidade de coleta
de monitoramento de
desempenho em tempo real

Numero da Porta da
Entidade de Coleta de
Monitoramento de
Desempenho em Tempo Real

Intervalo de Coleta de
Monitoramento de
Desempenho em Tempo Real

Habilitar TLS

Parametros Opcionais:

Descricao

Tipo de
certificado de
seguranca

Endereco IP do
RAN Monitor

Porta onde o RAN
Monitor ouve

Com que
frequéncia enviar
métricas

Usar conexao
criptografada

Valor
Recomendado

RSA (se TLS
habilitado)

Seu IP do RAN
Monitor (ex:
10.179.2.139)

9076 (padrao)

60s (ajustar
conforme
necessario)

false (para
configuracao inicial)



Parametro Descricao Valor Padrao

Numero maximo de
arquivos de upload
SDL

Méaximo de uploads
simultaneos

Identificador Unico
Nonce SDL 12345678
para seguranca

Habilitar supressao de Suprimir

false (recomendado
contadores de valor contadores com

manter todos os dados)
zero valor O

Passo 3: Salvar e Ativar a Configuracao
Apods configurar todos os parametros:

1. Revise suas alteracoes - Verifigue se todos os enderecos IP e portas
estao corretos

2. Crie um plano de configuracao:

o Clique no botao Criar Plano no topo
o O sistema validard suas alteracoes

o Anote o ID do Plano fornecido

3. Valide o plano:

o Cliqgue no botao Validar Plano
o Insira o ID do Plano
o Aguarde a validacao ser concluida

o Resolva quaisquer erros de validacao

4. Ative a configuracao:

o Cliqgue no botao Ativar Plano

o Insira o ID do Plano



o Confirme a ativacao

o A estacao base aplicard a nova configuracao

Alternativa: Configuracao XML

Para usudrios avancados ou implantacdes automatizadas, a configuracao
PMCADM pode ser aplicada usando XML. Este é o trecho de configuracao que
corresponde a configuracdao manual acima:

<managedObject class="com.nokia.srbts.mnl:PMCADM" distName="MRBTS-
132/MNL-1/MNLENT-1/PMCADM-1" version="MNL25R1 2420 110"
operation="create">
<p name="act3gppXmlEnrichment">false</p>
<p name="reportingIntervalPm">5min</p>
<p name="sdlMaxUploadFileNumber">1</p>
<p name="sdlPrimaryDestIp"“>10.179.2.139</p>
<list name="rTPmCollEntity">
<item>
<p name="certTypeForTlsAuth">RSA</p>
<p name="rTPmCollEntityHost">10.179.2.139</p>
<p name="rTPmCollEntityPortNum">9076</p>
<p name="rTPmCollInterval">60s</p>
<p name="tlsEnabled">false</p>
</item>
</list>
</managedObject>

Parametros Chave em XML:

e rTPmCollEntityHost - Defina para o seu endereco IP do RAN Monitor

e rTPmCollEntityPortNum - Defina para 9076 (porta padrao do webhook)
e rTPmCollInterval - Intervalo de coleta (60s recomendado)

e tlsEnabled - Defina como false para configuracao inicial

e sdlPrimaryDestIp - Defina para o seu endereco IP do RAN Monitor

Nota: Substitua 10.179.2.139 pelo seu endereco IP real do RAN Monitor e
ajuste MRBTS-132 para corresponder ao ID da sua estacao base.



Referéncia de Parametros de
Configuracao

Visao Geral do Objeto PMCADM-1

O PMCADM (Administracao Comum de Medicao de Desempenho) objeto
gerenciado controla como os dados de desempenho sao coletados e relatados
a partir da estacao base.

Principais Responsabilidades:

Configurar destinos de monitoramento de desempenho em tempo real

Definir intervalos de coleta para relatdrios de métricas

Controlar formato de dados e parametros de transmissao

Gerenciar configuracdes de seguranca para transmissao de dados

Entidade de Coleta de Monitoramento de
Desempenho em Tempo Real

Esta subestrutura define onde e como a estacao base envia métricas de
desempenho em tempo real.

certTypeForTIsAuth - Tipo de Certificado para Autenticacao TLS

Tipo: Enumeracao (RSA, DSA, ECDSA)
Proposito: Especifica o tipo de certificado quando TLS esta habilitado
Padrao: RSA

Uso: Somente relevante quando tisEnabled = true

rTpmCollEntityHost - Host da Entidade de Coleta

Tipo: Endereco IP (IPv4 ou IPv6)

Proposito: Endereco IP de destino para métricas de desempenho

Necessario: Sim
Exemplo: 10.179.2.139



* Notas: Deve ser acessivel a partir da rede de gerenciamento da estacao
base

rTpmCollEntityPortNum - Nimero da Porta da Entidade de Coleta

e Tipo: Inteiro (1-65535)
* Proposito: Porta TCP onde o sistema de coleta ouve
e Padrao: 9076

* Notas: Deve corresponder a configuracao do RAN Monitor
rTpmCollinterval - Intervalo de Coleta

e Tipo: Tempo (segundos)

* Proposito: Frequéncia de transmissao de dados de desempenho
e Opcoes: 15s, 30s, 60s, 300s, 900s, 1800s

* Padrao: 60s

e Recomendacao: 60s para monitoramento padrao, 15s para solucao de
problemas detalhada

tisEnabled - Habilitar TLS

e Tipo: Booleano (true/false)

* Propdsito: Criptografar dados de desempenho em transito
e Padrao: false

» Notas: Requer certificados validos em ambos os lados se habilitado

sdiMaxUploadFileNumber - Numero Maximo de Arquivos de Upload
SDL

e Tipo: Inteiro
* Proposito: Numero méximo de uploads de arquivos simultaneos
e Padrao: 1

e Notas: Aumentar para ambientes de alto volume
sdINonce - Nonce SDL

» Tipo: String (8 digitos)

* Propdsito: Identificador Unico para seguranca do protocolo SDL



e Padrao: 12345678

e Notas: Pode ser alterado por motivos de seguranca
suppressZeroValueCount - Suprimir Contadores de Valor Zero

e Tipo: Booleano (true/false)
* Propdsito: Omitir contadores com valores zero dos relatérios
e Padrao: false

* Recomendacao: Manter false para manter dados completos para
tendéncias

Verificacao

Apds ativar a configuracao, verifigue se a estacao base esta enviando dados
com sucesso para o RAN Monitor.

Verifique a Interface Web do RAN Monitor

1. Abra a interface Web do RAN Monitor: http://<endereco-ip-do-ran-
monitor>:4000/

. Navegue até a pagina Status do eNodeB
. Localize sua estacao base na lista de dispositivos

. Verifigue se o status mostra Conectado (indicador verde)

o B~ W N

. Verifique se Sessao mostra Ativa



Status Esperado:

Status: Conectado (verde)

Sessao: Ativa

Endereco: Corresponde ao IP da estacao base

Acoes: Todos os botdes habilitados
Se o Status Mostrar Pendente:

O dispositivo estd tentando registrar, mas nao completou a autenticacao.



Causas possiveis:

e Mismatch de ID do gerente e chave de registro
* RAN Monitor nao configurado para aceitar este dispositivo

e Problemas de conectividade de rede
Se o Status Mostrar Erro de Conexao:

O dispositivo nao consegue alcancar o RAN Monitor.

Causas possiveis:



Endereco IP incorreto na configuracao do PMCADM

Problemas de roteamento de rede

Firewall bloqueando a porta 8080

Servico do RAN Monitor nao esta em execucao

Verifique a Coleta de Dados
Verifique o Status do InfluxDB:

1. Na interface Web do RAN Monitor, navegue até Status do InfluxDB
2. Verifique se os pontos de dados estao aumentando
3. Verifique se a contagem de Métricas de Desempenho esta crescendo

4. Confirme que o timestamp de Ultima Atualizacdo é recente

Métricas Esperadas:

 Métricas de Desempenho: Contagem aumentando regularmente
» Configuracao: Pontos de dados presentes

e Alarmes: Pode ser 0 se nao houver falhas ativas



Verifique a Retencao de Dados:

1. Navegue até a pagina Politica de Retencao de Dados

2. Localize sua estacao base
3. Verifique as contagens de Métricas de Desempenho, Configuracao e
Alarmes

Solucao de Problemas

Estacao Base Nao Aparecendo no RAN Monitor

Sintoma: Dispositivo nao aparece na pagina de Status do eNodeB

Solucoes:

1. Verifique a conectividade da rede:



ping <endereco-ip-da-estacao-base>

2. Verifique a configuracao do RAN Monitor:

o Certifique-se de gque o dispositivo esta adicionado ao
config/runtime.exs

o Verifique se o endereco IP corresponde a estacdo base

o Confirme se as credenciais estao corretas

3. Revise os logs do RAN Monitor:

o Navegue até a pagina Logs Ao Vivo
o Filtre por mensagens de erro

o Procure tentativas de conexao da estacao base

4. Verifique a configuracao da estacao base:

o Reconfirme as configuracdes do PMCADM-1 no WebLM
o Confirme se o endereco IP do RAN Monitor esta correto

o Certifique-se de que a porta 9076 esta especificada

Dispositivo Mostra Status "Pendente"”
Sintoma: Dispositivo aparece, mas o status é amarelo "Pendente"
Solucoes:

1. Verifique o registro do gerente:

o Verifique se o ID do gerente no RAN Monitor corresponde a expectativa
da estacao base

o Confirme se as chaves de registro estao configuradas corretamente

2. Revise a autenticacao:

o Verifique as credenciais em runtime.exs

o Certifique-se de gue nome de usuario/senha correspondem as
configuracdes da estacao base



3. Aguarde o ciclo de registro:
o O registro pode levar de 30 a 60 segundos
o Atualize a pagina apds aguardar
Erros de Conexao
Sintoma: "Erro de rede: enetunreach" ou similar
Solucoes:
1. Verifique o caminho da rede:

o Teste a conectividade da estacao base até o RAN Monitor
o Verifigue as tabelas de roteamento

o Confirme se VLANs/sub-redes estao configuradas corretamente

2. Verifique as regras do firewall:

o Certifique-se de que a porta 9076 esta aberta (para dados de
desempenho em tempo real)

o Certifique-se de gque a porta 8080 estd aberta (para comunicacdo da
API SOAP)

o Verifique se nao ha ACLs bloqueando o trafego

o Verifique as regras do iptables no servidor do RAN Monitor

3. Verifique se o RAN Monitor esta ouvindo:

# Verifique os endpoints da API SOAP e do webhook
netstat -tlnp | grep -E '8080|9076"

Sem Métricas no InfluxDB

Sintoma: Dispositivo estad conectado, mas nao hé dados no banco de dados

Solucoes:

1. Verifique o intervalo de coleta:



o Verifigue a configuracao rTpmCollinterval do PMCADM-1
o Aguarde pelo menos um periodo completo de intervalo

o Atualize a pagina de Status do InfluxDB

2. Verifique a conexao com o InfluxDB:

o Navegue até a pagina de Status do InfluxDB
o Verifique se o indicador "Conectado" esta verde

o Confirme se o nome do bucket esta correto

3. Revise os logs do RAN Monitor:

o Procure por erros de escrita no InfluxDB
o Verifique se ha problemas de analise de dados

o Confirme se o token da APl tem permissdes de escrita

Problemas com TLS/Certificado
Sintoma: A conexdao falha quando o TLS esta habilitado
Solucoes:

1. Verifique se os certificados estao instalados:

o Verifique se a estacao base possui um certificado valido

o Certifigue-se de que o RAN Monitor possui o certificado CA
correspondente

2. Tente sem TLS primeiro:

o Defina tIsEnabled = false
o Verifique se a conectividade basica funciona

o Reative o TLS apds confirmar a funcionalidade

3. Verifique a validade do certificado:

o Verifique se os certificados nao estao expirados
o Confirme se os nomes dos sujeitos do certificado correspondem

o Verifique se a cadeia de certificados esta completa



Recursos Adicionais

Documentacao Relacionada

. - Documentacao completa de operacdes do RAN
Monitor

. - Referéncia de configuracao
do RAN Monitor

. - Definicdes de contadores de desempenho

. - Construindo painéis com métricas coletadas

. - Referéncia da API REST para gerenciamento de
dispositivos

. - Gerenciando dados de desempenho
armazenados

Arquivos de Configuracao

» config/runtime.exs - Configuracao do dispositivo do RAN Monitor

Suporte
Para problemas nao cobertos neste guia:

1. Revise os logs da aplicacao do RAN Monitor

2. Verifigue a documentacao da estacao base Nokia para sua versao de
software

3. Verifique a configuracao da infraestrutura de rede

4. Consulte a equipe de operacdes de rede



Gerenciamento de
Alarmes &
Escalonamento

Tratamento de Falhas, Niveis de Severidade e Resposta Operacional

Guia para gerenciar alarmes, investigar falhas e escalar problemas
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Visao Geral

Alarmes (também chamados de "falhas") representam problemas ou anomalias
detectadas nas estacoes base Nokia AirScale. O RAN Monitor monitora
continuamente alarmes ativos e rastreia seu ciclo de vida desde a geracao até
a resolucao.

Exemplo de Painel de Alarmes:



Exemplo mostrando o Status 4G com uma tabela de visdo geral de alarmes
exibindo o status do alarme (ativo/limpo), niveis de severidade (critico/aviso),
timestamps e descricoes de alarmes para falhas de interface dptica.



Fontes de Alarmes
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Principais Atributos do Alarme

Todo alarme contém:



Atributo

ID do Alarme

Severidade

Causa Provavel

Problema
Especifico

Sistema Afetado

Hora do Evento

Status

Exemplo

alb2c3d4-e5f6-...

Critico, Maior, Menor

"Célula Indisponivel"

"Conexao S1 Perdida"

/BSC-1/BTS-23/Célula-
A

2025-12-10 14:23:45

Ativo / Limpo

Proposito

Identificador Unico

Nivel de prioridade

Categoria da causa raiz

Problema detalhado

O que esta impactado
(DN)

Quando foi detectado

Estado atual



Ciclo de Vida do Alarme

Transicoes de Estado

Problema Detectado

Novo

(Acabou de Ocorre)

Operador Vé

Ativo

(Reconhecido ou Nao)

Problema j

Auto-Arquivar

Arquivado

(Historico)




Exemplo de Linha do Tempo do Alarme

14:23:45 UTC - Ocorre o Problema
L~ Estacdo base detecta perda de conectividade
L~ Gera alarme: "Conexdo S1 Perdida" (Critico)

14:23:47 UTC - Alarme Enviado para o RAN Monitor
L> Notifica®®ao de webhook NE3S recebida
L~ Armazenado no InfluxDB
L~ Regra de alerta acionada

14:23:50 UTC - Notificacao Enviada
L> Alerta do Grafana acionado
L~ Mensagem Slack para a equipe NOC
L~ Incidente do PagerDuty criado

14:24:15 UTC - Operador Reconhece
L—> Equipe NOC marca como reconhecido
L> Inicio do rastreamento de duracao

14:28:35 UTC - Problema Auto-Resolve
L~ Conectividade restaurada
L > Estacdo base limpa alarme
L~ RAN Monitor registra "Limpo"

14:28:36 UTC - Alarme Fechado
L Duracdo registrada: 5 minutos 51 segundos

L > Rastreado para relatério de SLA
L—> Arquivado apés 30 dias

Niveis de Severidade

O RAN Monitor rastreia cinco niveis de severidade, cada um com impacto
operacional e requisitos de escalonamento diferentes:

Severidade Critica

Definicao: Impacta o servico, requer acao imediata



Sem Alarme

Problema Detectado

Novo

(Acabou de Ocorre)

Operador Vé

Ativo
(Reconhecido ou Nao)

Problema Resolve

Limpo
(Problema Resolvido)

Operador

Auto-Arquivar
q Reconhece

Arquivado

(Historico)

Exemplos:

» Dispositivo completamente inacessivel (perda de conectividade)

Todas as células fora do ar (falha de banda base)

Interface do plano de controle fora do ar (S1 perdido)

Falha completa de encaminhamento de dados

Estacdo base nao respondendo a gestao

Escalonamento:



Notificar engenheiro de plantao imediatamente (ligacao telefonica)

Criar incidente no sistema de gerenciamento de incidentes

Atualizar pagina de status

Informar a gestao se o SLA for afetado

SLA de Resposta: < 15 minutos

Severidade Maior

Definicao: Desempenho degradado, requer investigacao urgente

Caracterisyg Sensibilidade ao Tempo Necessaria

Exemplos:

e Disponibilidade da célula < 95% por > 15 minutos

» Taxa de sucesso de transferéncia < 95%

e Recurso DL/UL blogueado (> 95% de utilizacao sustentada)
e Taxa de retransmissao RLC > 5%

e Multiplas células apresentando baixa qualidade

e Degradacao de link (aumentando erros E1/T1)

Escalonamento:

Notificar equipe NOC + engenheiro sénior

Criar incidente no gerenciamento de incidentes

Notificar equipe de engenharia se ainda estiver aberto apds 30 minutos

Verificar problemas em cascata para outras células/sites



SLA de Resposta: < 30 minutos de investigacao

Severidade Menor

Definicao: Degradacao, rastrear e investigar

Caracterigjd Sensibilidade ao Tempo ecessaria

Exemplos:

» Disponibilidade da célula 95-98% (tendéncia de queda)
e Aviso de alta temperatura no amplificador

e Capacidade de licenca se aproximando do limite

* Problemas de consisténcia de configuracao

e Desempenho lento na interface de gerenciamento

¢ Alarmes intermitentes (< 5 ocorréncias/hora)
Escalonamento:

e Registrar no painel para conscientizacao
e Atribuir a engenharia para investigacao
e Agendar para a préxima janela de manutencao, se necessario

e Criar ticket para andlise de tendéncia

SLA de Resposta: Revisao no mesmo dia

Severidade de Aviso
Definicao: Informacional, monitorar tendéncias

Exemplos:



Disponibilidade da célula > 98% mas tendéncia de queda

Temperatura/poténcia na faixa normal, mas elevada

Recursos em 60-70% de utilizacao

Inconsisténcia de configuracao (parametros nao criticos)

Primeira ocorréncia de novo tipo de falha
Escalonamento:

e Visibilidade apenas no painel
e Sem notificacdes automaticas

e Revisao manual em cadéncia

Limpo
Definicao: Alarme anteriormente ativo agora resolvido

Propdsito:

Documenta que o problema foi resolvido

Rastreia o tempo médio para reparo (MTTR)

Permite relatérios de conformidade com SLA

Identifica problemas recorrentes



Categorias de Alarmes

Alarmes de Conectividade

Categoria: Conectividade Externa
Causas Provaveis:

- Conexao S1 Perdida -» MME/SGW inacessivel
- Link de Backhaul Fora - Falha de transporte IP
- Erro de Interface USIM - Problema de conectividade HSS

Sincronizacao NTP Perdida - Problema de rede de sincronizacao
de tempo

Impacto: Interrupcao de servico, falhas na configuracao de
chamadas
Investigacao:

1. Verificar conectividade de rede entre dispositivos

2. Verificar se as regras de firewall permitem os protocolos
necessarios

3. Verificar status e erros do dispositivo par

4. Revisar estatisticas da interface de rede

Alarmes de Hardware & Ambientais

Categoria: Infraestrutura Fisica

Causas Provaveis:
- Aviso de Alta Temperatura - Sistema de resfriamento degradado
- Fonte de Alimentacao Degradada - Problema de UPS/PSU

- Falha do Ventilador - Mau funcionamento do ventilador
de resfriamento

- Espaco em Disco Baixo - Armazenamento se aproximando do
limite

- Exaustdo de Meméria - Vazamento de meméria do processo

Impacto: Falhas em cascata potenciais, perda de dados
Investigacao:
1. Verificar status do hardware via interface de gerenciamento
2. Revisar tendéncias de temperatura
3. Verificar operacao do sistema de resfriamento
4. Monitorar utilizacao de meméria e CPU



Alarmes de Software & Processos

Categoria: Camada de Aplicacao
Causas Provaveis:

- Falha de Processo - Erro de software ou OOM

- Alta Utilizacao de CPU - Gargalo de desempenho

- Sobrecarga de Fila - Acumulo de processamento de
mensagens

- Violacao de Licenca - Capacidade excedida

Impacto: Degradacao ou interrupcao do servico
Investigacao:
1. Verificar status do processo
2. Revisar logs em busca de mensagens de erro
3. Monitorar CPU/meméria/profundidade da fila
4. Verificar status da licenca

Alarmes de Recursos de Radio

Categoria: Interface de Ar
Causas Provaveis:
- Célula Indisponivel - Sem cobertura/poténcia de radio
- Recurso DL Bloqueado - Exaustao de capacidade
- Alta Taxa de Falha de Handover - Problema de configuracao do
vizinho
- Baixa Qualidade da Célula - Interferéncia RF ou perda de
caminho

Impacto: Degradacao da experiéncia do usuario
Investigacao:
1. Verificar parametros fisicos da célula
2. Revisar configuracao da célula vizinha
3. Analisar métricas de qualidade RF
4. Verificar alinhamento da antena



Alarmes de Configuracao

Categoria: Estado do Sistema
Causas Provaveis:

- Inconsisténcia de Parametro - Inconsisténcia de
configuracao

- Licenca Expirada - Problema de licenciamento

- Erro de Checksum de Configuracao - Corrupcao ou conflito

- Recurso Nao Licenciado - Uso de recurso excede
licenca

Impacto: Indisponibilidade ou degradacao de recurso
Investigacao:

1. Revisar alteracdes de configuracao

2. Comparar configuracao atual vs. pretendida

3. Verificar arquivo de licenca e expiracao

4. Verificar compatibilidade da versao de software

Investigacao & Solucao de
Problemas

Fluxo de Trabalho de Investigacao

0 MAIOR

Desempenho Degradado

— ] -
Caracteristicas Sensibilidade ao Tempo Acdo Necessaria
s ,
’ | )

h

Duracao:
Impacto ao Usuario: Investigar dentro de 30 Resposta:
Perda Parcial de min Engenheiro Sénior
Servigo/Qualidade Resolver dentro de 2 Verificar Cascata

horas




Etapa 1: Revisar Detalhes do Alarme
Quando um alarme é acionado, comece reunindo informacdes:
O que coletar:

» |ID do Alarme e identificador uUnico

e Severidade e causa provavel

e Sistema DN afetado (dispositivo/célula/componente)
e Hora do evento (quando ocorreu)

» Duracao (quanto tempo esta ativo)

e Descricao completa do alarme e texto
Ferramentas:

e RAN Monitor Web Ul - Pagina de Alarmes
e Grafana — Tabela de Alarmes Ativos

¢ InfluxDB - Consultar registro bruto do alarme

Etapa 2: Pesquisar Causa Provavel
Cada tipo de alarme tem causas conhecidas e investigacodes:

Conhecimento Documentado:

Guias de solucao de problemas Nokia AirScale

Historico de tickets anteriores (problemas semelhantes)

Runbooks documentados do RAN Monitor

Especializacao da equipe (especialistas no assunto)

Etapa 3: Verificar Métricas Relacionadas

Correlacione alarmes com métricas de desempenho para entender o impacto:



Exemplo: Alarme "Recurso DL Bloqueado"

- Verificar Utilizacdo de Recurso DL (deve ser > 95%)

- Verificar Taxa de Trafego (tendéncia de alta?)

- Verificar Sucesso na Configuracdo de Chamadas (desconexdes?)
- Verificar Sucesso no Handover (afetado?)

L Verificar Disponibilidade da Célula (fora do ar?)

Ferramentas:

» Grafana - Painel especifico do dispositivo
 Web Ul - Pagina de detalhes do dispositivo - Secao de Métricas

e Consultas diretas do InfluxDB para correlacao

Etapa 4: Correlacionar com Mudancas
Recentes

Muitos problemas sao causados por modificacdes recentes:

Linha do Tempo:

- Alteracdes de configuracdo (ultimas 4 horas)

- Atualizacdes de software (Gltimas 24 horas)

- Ajustes de parametros de recurso (Gltimos 7 dias)
- Atividades de manutencdo (Gltimos 7 dias)

- Mudancas na rede (Gltimos 7 dias)

L Mudancas de terceiros (rede externa)

Ferramentas:

RAN Monitor — Histérico de configuracao

Sistema de gerenciamento de mudancas

Histérico de incidentes (problemas semelhantes antes)

Logs de notificacao entre equipes

Etapa 5: Diagnosticar Causa Raiz

Com base na investigacao, identifique a causa raiz:



Exemplo de Arvore de Decisdo: Alarme "Célula Indisponivel"

Alarme Célula Indisponivel

- 0 dispositivo estd respondendo a gest&o?

| | NAO - Verificar conectividade do dispositivo, reiniciar se
necessario

| L SIM - Continuar

- Todas as células estdo fora do ar ou célula especifica?

| | Todas as células - Verificar hardware de banda base/fonte de
alimentacao

L Ccélula especifica - Continuar

A célula estad transmitindo poténcia?
- NAO - Verificar Amplificador de Poténcia, conexdo da antena
L- SIM - Continuar
As células vizinhas estao reportando esta célula?
SIM - Outros dispositivos veem esta célula como indisponivel
- Verificar alinhamento da antena, conexao do cabo
L- NAO - Célula estd fora do ar por razdo interna
-» Verificar médulo de banda base, status do DSP

|
|
|_
|
|
|
|_
|
|
|
|
|

L Verificar logs em busca de mensagens de erro
- Falha de software
- Violacao de licenca
- Erro de parametro

Etapa 6: Implementar Resolucao
Uma vez que a causa raiz é identificada, implemente a correcao:

Tipos de Resolucoes:



Tipo Método Exemplo

Reiniciar dispositivo para limpar

Imediata Reiniciar/reboot
processo travado

Configuracao Ajustar parametros Alterar limite de handover

Trocar fonte de alimentacao com

Hardware Substituir/reparar
falha
Instalar correcao de bug de
Software Atualizar/patch £ g
software
Corrigir o
Rede Restaurar rota BGP, corrigir firewall

conectividade

Etapa 7: Verificar Resolucao

Apds implementar a correcao, verifigue:

Lista de Verificacao de Verificacao:

O Alarme limpo no RAN Monitor

O Métricas relacionadas se normalizaram

O Sem alarmes secundarios/cascata

O Métricas de desempenho retornaram ao normal

0O Relatérios de clientes (se aplicavel) resolvidos
O Sistema estd estavel (> 30 minutos de observacao)

Etapa 8: Documentar Aprendizado
Registre as descobertas para referéncia futura:
Documentar:

e Causa raiz e fatores contribuintes

e Passos tomados para resolver



e Tempo gasto (para rastreamento de SLA)
e Medidas preventivas tomadas

e Conhecimento compartilhado com a equipe

Procedimentos de Escalonamento

Escalonamento em Niveis

Nivel 1: Equipe NOC Nivel 3: Engenheiro
(Monitoramento & Sénior
(Problemas Complexos)

Resposta)

Gatilhos de Escalonamento

Escalonar para o Nivel 2 se:

Alarme critico nao limpo apds 15 minutos

Alarme maior nao limpo apdés 30 minutos

Problema esta fora da especializacao da equipe NOC

Requer reinicializacao do dispositivo/mudanca significativa

Afeta > 1 site simultaneamente

Escalonar para o Nivel 3 se:

* Nivel 2 incapaz de diagnosticar apos 1 hora
* Problema critico persiste > 30 minutos

e Falha de hardware suspeita

* Problemas em cascata detectados

e Requer envolvimento do fornecedor
Contatar o Fornecedor (Nivel 4) se:

¢ Falha de hardware confirmada (PSU, CMON, etc.)

| g ‘ -
Padra mw\hmdwam

Nivel 4: Suporte do

Fornecedor
(Bug de

Hardware/Software)




Bug de software suspeito (crash irreversivel)

Problema de licenca/ativacao

Problema documentado em questdes conhecidas do fornecedor

Multiplos niveis de escalonamento incapazes de resolver

Comunicacao de Escalonamento

Modelo para Escalonar para o Nivel 2:



Assunto: Escalonamento - [Severidade] - [Dispositivo] - [Problema]

Hora do Alerta: [2025-12-10 14:30 UTC]
Duracao: [15 minutos]

Dispositivo: [SITE A BS1]

Problema: [Célula Indisponivel]

Sintomas:

- Célula Al nao respondendo a gestao

- Todas as células reportando célula indisponivel
- Ping do dispositivo bem-sucedido

Investigacao Realizada:

- Conectividade do dispositivo verificada

- Status do modulo de banda base verificado
- Status da fonte de alimentacao: OK

- Temperatura: Normal

Métricas:

- Disponibilidade da célula: 0%
- Sem trafego na célula

- Plano de controle: Conectado

Andlise Inicial:

- Possivel falha do médulo de banda base

- Ou problema de hardware do amplificador de poténcia
Proximos Passos Recomendados:

- Diagndésticos de hardware

- Troca de moédulo se disponivel

- Reiniciar dispositivo como ultimo recurso

Link de Escalonamento: [Link do Painel]

Rastreamento de Resolucao

Rastreamento de SLA

Rastrear o tempo até a resolucao para conformidade com o SLA:



Linha do Tempo do Alarme:
- Hora do Evento: 14:23:45 « Quando o problema ocorreu
- Hora da Deteccdo: 14:23:47 (2 seg) « Gestdo detectou
- Hora do Alerta: 14:23:50 (5 seg) « Operacdes notificadas
- Hora de Reconhecimento: 14:24:15 (30 seg) « Operador reconheceu
- Investigacdo: 14:24:15 - 14:28:00 (3,75 min)
- Resolucéo: 14:28:00 - 14:28:35 (35 seg de correcdo +
verificacao)
- Hora de Limpeza: 14:28:36 « Alarme limpo
- Duracdo Total: 5 min 51 seg

Métricas de SLA:
- Laténcia de Deteccdo: 2 segundos
- Alerta para ACK: 30 segundos

- Tempo para Resolver: 5 min 51 seg
L Status do SLA: APROVADO (< 15 min alvo)

Analise de Tendéncias
Rastrear padrboes nos dados de alarmes:

Perguntas a serem feitas:

e Estamos vendo o0 mesmo alarme repetidamente?

A taxa de alarmes estd aumentando/diminuindo?

Os alarmes se agrupam em hordarios especificos?

Mdltiplos sites estao afetados simultaneamente?

O MTTR esta melhorando ao longo do tempo?
Ferramentas:

e Grafana — Painel de tendéncias de alarmes
» Relatério de principais alarmes (semanal)

e Rastreamento de MTTR por dispositivo/tipo



Prevenindo Problemas Repetidos

Caracteristicas Sensibilidade ao Tempo ﬁ-t-t;éo MNecessaria
' v v
Impacto ao Usuario: Duracao: Resposta:
Potencial Problema Investigar dentro de Reqgistrar & Monitorar
Futuro 4 horas Encontrar Causa Raiz

Melhores Praticas

Exceléncia Operacional
1. Prevencao da Fadiga de Alarmes

Definir limites significativos (nao muito sensiveis)

Usar janelas de duracao (nao apenas picos Unicos)

Agregar alarmes relacionados

Suprimir falsos positivos conhecidos

2. Resposta Rapida

Manter runbooks atualizados

Treinar a equipe sobre problemas comuns

Usar automacao para reinicializacoes rotineiras

Ter contatos de escalonamento prontamente disponiveis
3. Documentacao de Qualidade

Documentar cada incidente

Compartilhar aprendizados com a equipe

Atualizar runbooks com base em incidentes

Treinar cruzadamente membros da equipe



4. Monitoramento Proativo

Observar avisos antes de criticos

Andlise de tendéncias para planejamento de capacidade

Verificacdes de salde regulares

Estabelecimento de linha de base de desempenho

Desenvolvimento de Runbook

Todo alarme frequente deve ter um runbook:

Modelo:



Alarme: [Célula Indisponivel]

Probabilidade: [Alta]

MTTR: [5-15 minutos]

Meta de SLA: [Resolvido dentro de 30 minutos]

Sintomas:

- Alarme: "Célula Indisponivel"

- Usudrios: Incapazes de conectar

- Métricas: Disponibilidade da célula 0%

Diagnéstico Rapido (< 5 minutos):

1. 0 dispositivo esta respondendo ao ping?

2. Outras células estao funcionando?

3. 0 médulo de banda base esta funcionando (verificar logs)?

Passos de Resolucao:
Passo 1: Verificacao de Conectividade do Dispositivo
- Ping dispositivo: ping 192.168.1.100
- Se nao houver resposta - Verificar conectividade de rede

Passo 2: Status do Hardware
- Verificar status do Amplificador de Poténcia
- Verificar LEDs do médulo de banda base
- Verificar conexao da antena

Passo 3: Reiniciar Célula
- Reiniciar célula via interface de gerenciamento
- Aguardar 60 segundos para inicializacao
- Verificar normalizacao das métricas

Passo 4: Se Ainda Estiver Fora do Ar
- Escalonar para Nivel 2
- Preparar para reinicializacao do dispositivo
- Notificar cliente

Escalonamento:

- Se > 15 minutos - Escalonar para [Nome do Engenheiro]
- Se > 30 minutos - Escalonar para [Engenheiro Sénior]
- Se falha de hardware - Contatar Suporte Nokia

Prevencao:
- AtualizacgOes regulares de firmware de banda base



- Substituicao preventiva da fonte de alimentacao
- Inspecao da conexao da antena trimestralmente



Endpoints da APl e
Gerenciamento de
Configuracao

API REST para Gerenciamento de Configuracao e Operacoes de
Dispositivos RAN

Guia para gerenciar a configuracao da estacao base, consultar o estado do
dispositivo e automatizar operacées RAN usando a APl independente de
fornecedor

Indice
1.
2.
3.
4,
5.
6.
7.
8.
9.

Visao Geral

O RAN Monitor expde uma APl REST abrangente para gerenciar a configuracao
de dispositivos RAN e consultar dados operacionais. A API fornece uma
interface independente de fornecedor que abstrai os protocolos de
comunicacao de dispositivos subjacentes. A APl permite:



Gerenciamento de Dispositivos - Registrar, cancelar registro e
monitorar dispositivos

Consultas de Configuracao - Recuperar parametros de dispositivos e
estado do sistema

Coleta de Dados - Extrair métricas de desempenho, alarmes e topologia
Controle de Sessao - Gerenciar sessdes de comunicagao com dispositivos

Operacoes de Rede - Automatizar tarefas de gerenciamento rotineiras



Arquitetura da API

IR IR g ) H'._.. A AR IR A TN
Downloa

-
| e IIETIVE ML LALTIHHIWY |

HTTP/JSON

RAN Monitor
APl REST

Porta 4000

Orquestra

v

RAN Monitor
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Abstracao de
Fornecedor

Adaptadores

Especificos do
Fornecedor

Protocolos Nativos

Dispositivos RAN

(Qualquer Fornecedor)

Recursos da API

» Design RESTful - Métodos HTTP padrao (GET, POST, PUT, DELETE)

 Formato JSON - Todas as requisicdes e respostas sao em JSON



 Abstracao de Fornecedor - APl unificada entre diferentes fornecedores
de dispositivos

* Operacoes Stateful - Mantém sessdes e estado do dispositivo
* Tratamento de Erros - Mensagens de erro detalhadas e cddigos de status

* Processamento Assincrono - Requisicdes nao blogueantes para
operacodes longas

Autenticacao e Acesso

Registro de Dispositivo

Antes de qualquer operacao, um dispositivo deve ser registrado no RAN
Monitor. O registro estabelece a conexao entre o RAN Monitor e o dispositivo
usando o mecanismo de autenticacao nativo de cada fornecedor.

Processo de Registro:

1. Credenciais do dispositivo (nome de usuario/senha ou chaves de API) sao
armazenadas com seguranca

2. O teste de conectividade inicial verifica se o dispositivo é acessivel
3. O dispositivo é registrado e esta pronto para operacoes

4. O monitoramento continuo de salude comeca

Controle de Acesso a API

Atualmente, a APl do RAN Monitor é acessivel dentro da rede de
gerenciamento. Para implantacdes em producao, considere:

e Métodos de Autenticacao:

o Chave de API no cabecalho: Authorization: Bearer <api-key>
o OAuth2 para integracao com provedores de identidade

o Controle de acesso baseado em rede (firewall/VPN)

e Limitacao de Taxa:



o Limites por cliente para prevenir abusos

o Limites por dispositivo para frequéncia de operacao
* Registro de Auditoria:

o Todas as chamadas da API sao registradas com timestamps e
informacdes de usudrio/cliente

o Mudancas de configuracao sao rastreadas com valores antes/depois

Referéncia de Endpoint

Gerenciamento de Dispositivos

Listar Todos os Dispositivos

GET /api/vl/devices

Resposta:
{
"devices": [
{
“id": "nokia bsl",
"name": "SITE A BS1",
"vendor": "Nokia",
"address": "192.168.1.100",
“port": 8080,
“status": "registered",

“registered at": "2025-12-10T14:30:00Z",
“session active": true,

"software version": "BSC-2250.5.0",
“license required": false



Obter Detalhes do Dispositivo

GET /api/vl/devices/:id

Resposta:

"device": {

“id": "nokia bsl1l",
"name": "SITE A BS1",
"vendor": "Nokia",
"address": "192.168.1.100",
"registration status": "registered",
"registration key": "base64 encoded key",
"session id": "nonuniquesession",
"session expiry": "2025-12-11T14:30:00Z2",
"device info": {

"type": "AirScale",

"software release": "5.0.0",
"hardware version": "2.0",
"agent unique id": "airscale-001"

Registrar um Dispositivo

PUT /api/vl/devices/:id/register
Content-Type: application/json

{
"address": "192.168.1.100:8080",
“web username": "admin",
"web password": "password",
"webhook url": "http://manager.example.com:9076/webhook",
“private key path": "/etc/certs/private.key",
"public key path": "/etc/certs/public.key"

}

Resposta:



"result": "Success",

"registration key": "base64 encoded nonce",
"device id": "nokia bsl",

"message": "Device registered successfully"

Cdédigos de Status:

e 200 - Registro bem-sucedido
* 400 - Parametros invalidos ou erro no dispositivo
e 409 - Dispositivo ja registrado

e 500 - Erro interno

Cancelar Registro de um Dispositivo

DELETE /api/vl/devices/:id

Resposta:
{
"result": "Success",
"message": "Device unregistered",
"device id": "nokia bsl"
}

Gerenciamento de Sessao

Iniciar uma Sessao



PUT /api/vl/devices/:id/sessions
Content-Type: application/json

{
"session id": "session unique identifier"
}
Resposta:
{
"result": "Success",
"“session 1id": "session unique identifier",
"session timeout": 86400,
"expires at": "2025-12-11T14:30:00Z"
}

Duracao da Sessao:

e Tempo limite padrao: 24 horas
» Keep-alive necessario antes do tempo limite

e Atualizacdo automatica a cada 20 horas

Verificar Status da Sessao

GET /api/vl/devices/:id/sessions

Resposta:

"session": {
"active": true,
"session id": "session unique identifier",
"expires at": "2025-12-11T14:30:00Z",
"time remaining seconds": 82400,
"last activity": "2025-12-10T14:30:00Z"



Manter a Sessao Ativa

POST /api/vl/devices/:id/sessions/keep-alive
Resposta:

{

"result": "Success",
"new expiry": "2025-12-11T14:30:00Z"
}

Gerenciamento de Configuracao

Consultar Configuracao

Recuperar parametros de configuracao do dispositivo:

PUT /api/vl/devices/:id/config/upload
Content-Type: application/json

{
"filter": {
"uploadType": "configuration",
"objects": [
{
"sdn": "/BSC-1/BTS-23/*",
"depth": 100
}
1,
"objectClass": ""
}
}

Resposta:



"result": "Success",
“configuration": {
"timestamp": "2025-12-10T14:30:00Z",
"device id": "nokia bsl",
"parameters": {
"/BSC-1/BTS-23": {
"BtsBasics": {
"BtsName": "CELL A",
“"BtsType": "MACRO",
"EnvironmentalSpecifications": {
"TemperatureRange": "Industrial"
}
},
“CarrierAggregation": {
"CarrierAggregationCapability": true,
"MaxUECarriers": 5

Definir Parametro de Configuracao

PUT /api/vl/devices/:id/config/set
Content-Type: application/json

{
"parameter path": "/BSC-1/BTS-23/BtsBasics/BtsName"
"value": "NEW CELL NAME",
"value type": "string"

}

Resposta:



"result": "Success",

"parameter": "/BSC-1/BTS-23/BtsBasics/BtsName",
"old value": "CELL A",

"new value": "NEW CELL NAME",

"applied at": "2025-12-10T14:30:45Z"

Parametros Comuns de Configuracao:

Parametro Tipo Exemplo Proposito

Identificador da

BtsName String “SITE_A Cell 1" ) .
- - = célula/estacao base
Maximo de UEs
MaxUEsServed Inteiro 256 ) R
simultaneos
. Nivel de poténcia de
CellTXPower Inteiro 40 (dBm) .
transmissao
, Suporte a agregacao
EnableCarrierAgg Booleano true
de portadoras
. , Sensibilidade de
HandoverHysteresis Inteiro 3 (dB)

transferéncia

Obter Historico de Configuracao

GET /api/vl/devices/:id/config/history?limit=10&days=7

Resposta:



"history": [
{
"timestamp": "2025-12-10T14:30:45Z",
"change type": "parameter modified",

“parameter": "/BSC-1/BTS-23/BtsBasics/BtsName",
“old value": "CELL A",

"new value": "NEW CELL NAME",

"reason": "Atualizacao de configuracao manual"

Recuperacao de Dados

Obter Métricas de Desempenho

Recuperar dados de contadores de desempenho:

PUT /api/vl/devices/:id/metrics/upload
Content-Type: application/json

{

"filter": {
"uploadType": "measurement",
"objects": [

{
"sdn": "*",
"depth": 100
}
]
¥
}

Resposta:



"result": "Success",

"metrics": {
"timestamp": "2025-12-10T14:30:00Z",
"measurement interval": 300,
"counters": [

{
"id": "M1C1l",
"name": "DL Cell Throughput",
"value": 125.4,
"unit": "Mbps",
"cell dn": "/BSC-1/BTS-23/Cell-1"

b

{
"id": "M1C2",
"name": "UL Cell Throughput",
"value": 89.2,
"unit": "Mbps",
“cell dn": "/BSC-1/BTS-23/Cell-1"

}

]
}
}

Obter Alarmes Ativos

PUT /api/vl/devices/:id/alarms/upload
Content-Type: application/json

{
"filter": {
"uploadType": "active faults"
}
}

Resposta:



"result": "Success",
"alarms": [
{
"alarm id": "alb2c3d4",
"severity": "Critico",
"probable cause": "Célula Indisponivel",
"specific problem": "Falha na Fonte de Alimentacgao",

"affected dn": "/BSC-1/BTS-23/Cell-1",

"event time": "2025-12-10T14:15:30Z",

"description": "Célula 1 esta indisponivel devido a falha na
fonte de alimentacao"

Obter Topologia do Dispositivo

PUT /api/vl/devices/:id/topology/upload
Content-Type: application/json

{

"filter": {
"uploadType": "topology",
"objects": [

{
"sdn": "*",
"depth": 100
}
]
¥
}

Resposta:



"result": "Success",
“topology": {
"device dn": "/BSC-1",
"managed elements": [

{
"name": "BTS-23",
“type": "BaseTransceiverStation",
“dn": "/BSC-1/BTS-23",
"cells": [
{
"name": "Cell-1",
"type": "EUtranCell",
“physical cell id": 100,
“frequency": 2110
}
]
}

Verificacoes de Saude

Ping no Dispositivo

PUT /api/vl/devices/:id/ping

Resposta:
{
"result": "Success",
"device id": "nokia bsl",
"latency ms": 45,
"status": "reachable"
}

Obter Saude do Sistema



GET /api/vl/health/status

Resposta:

"status": "healthy",
"devices": {
"total": 50,
“registered": 48,
"active sessions": 45,
"unreachable": 2

},
"database": {
"mysql”: "connected",
"influxdb": "connected"
},

“timestamp": "2025-12-10T14:30:00Z"

Gerenciamento de Configuracao

Modelo de Dados de Configuracao

A configuracao do eNodeB da Nokia é organizada hierarquicamente:



/SystemFunctions
— /BSC-1 (Controlador da Estacdo Base)
L— /BTS-23 (Estacdo Transceptora Base)
— BtsBasics (Nome, tipo, localizac&o)
— /Cell-1
| }— CellCommonData
| |— CellAdvanced
| L— CarrierAggregation

|
|
|
|
|
|
| L— /Cell-2
L— /Connectivity
— Siinterface
— X2Interface

L— NetworkConfiguration

Tarefas Comuns de Configuracao

Habilitar/Desabilitar uma Célula

"parameter path": "/BSC-1/BTS-23/Cell-
1/CellCommonData/AdminState”,

"value": "UNLOCKED",

"value type": "enum"

}

Valores possiveis: LOCKED, UNLOCKED, SHUTTING DOWN

Ajustar Poténcia da Célula

"parameter path": "/BSC-1/BTS-23/Cell-
1/CellAdvanced/CellTXPower",

"value": "35",

"value type": "integer"

}

Faixa: 0-46 dBm (dependente do dispositivo)



Configurar Histerese de Transferéncia

"parameter path": "/BSC-1/BTS-23/Cell-
1/CellAdvanced/HandoverHysteresis",

IIVa'LueII: II3II'

"value type": "integer"

}

Unidade: dB, faixa tipica: 0-8 dB

Definir Maximo de Usuarios Conectados

{
"parameter path": "/BSC-1/BTS-23/MaxUEsServed",
"value": "256",
"value type": "integer"

}

Limite dependente do dispositivo



Fluxos de Trabalho Comuns

Fluxo de Trabalho 1: Onboarding de



Dispositivo



Inicio: Novo Dispositivo

Sucesso: Dispositivo
Operacional

Exemplo:



# 1. Criar entrada de dispositivo
curl -X POST http://localhost:4000/api/v1l/devices \
-H "Content-Type: application/json" \

-d '{
"id": "site a bsl",
“name": "SITE A BS1",
"vendor": "Nokia",

"address": "192.168.1.100:8080",
"credentials": {
"username": "admin",
“password": "password"
}
}

# 2. Registrar com o dispositivo
curl -X PUT
http://localhost:4000/api/vl/devices/site a bsl/register \
-H "Content-Type: application/json" \
-d '{
"webhook url": "http://manager.example.com:9076/webhook"
}

# 3. Iniciar sessao
curl -X PUT
http://localhost:4000/api/vl/devices/site a bsl/sessions \
-H "Content-Type: application/json" \
-d '{"session id": "session 001"}’

# 4. Obter configuracao
curl -X PUT

http://localhost:4000/api/vl/devices/site a bsl/config/upload \
-H "Content-Type: application/json" \

-d '{
"filter": {
"uploadType": "configuration",
“objects": [{"sdn": "*", "depth": 100}]
}

} 1



Fluxo de Trabalho 2: Atualizacao de
Configuracao

# 1. Consultar valor atual
curl -X PUT

http://localhost:4000/api/vl/devices/site a bsl/config/upload \
-H "Content-Type: application/json" \
-d '{
"filter": {
"uploadType": "configuration",
"objects": [{"sdn": "/BSC-1/BTS-23/Cell-1", "depth": 10}]
}

}'" | jq '.configuration.parameters["/BSC-1/BTS-23/Cell-1"]"

# 2. Modificar parametro
curl -X PUT

http://localhost:4000/api/vl/devices/site a bsl/config/set \
-H "Content-Type: application/json" \
-d '{
"parameter path": "/BSC-1/BTS-23/Cell-
1/CellAdvanced/CellTXPower",
"value": "38",
"value type": "integer"

} 1

# 3. Verificar mudanca
curl -X PUT

http://localhost:4000/api/vl/devices/site a bsl/config/upload \
-H "Content-Type: application/json" \
-d '{
"filter": {
"uploadType": "configuration",

"objects": [{"sdn": "/BSC-1/BTS-23/Cell-1/CellAdvanced",
"depth": 5}]

}

}' | jg '.configuration.parameters["/BSC-1/BTS-23/Cell-
1/CellAdvanced/CellTXPower"]"



Fluxo de Trabalho 3: Monitoramento de



Desempenho

# Loop de monitoramento continuo (exemplo de script)
#!/bin/bash

DEVICE="site a bsl"
INTERVAL=300 # 5 minutos

while true; do
# Extrair métricas
METRICS=$(curl -s -X PUT
http://localhost:4000/api/vl/devices/$DEVICE/metrics/upload \
-H "Content-Type: application/json" \

-d '{
"filter": {
"uploadType": "measurement",
"objects": [{"sdn": "*", "depth": 100}]
}
)

# Extrair métricas chave

DL=$(echo $METRICS | jq '.metrics.counters[] |
select(.id=="M1C1") | .value')

CELLS=$(echo $METRICS | jq '.metrics.counters | length')

echo "$(date): DL=$DL Mbps, Células=$CELLS"

# Verificar alarmes
ALARMS=$(curl -s -X PUT
http://localhost:4000/api/vl1/devices/$DEVICE/alarms/upload \
-H "Content-Type: application/json" \
-d '{
"filter": {
"uploadType": "active faults"
}
' | jg '.alarms | length')

if [ "$ALARMS" -gt 0 ]; then
echo "AVISO: $ALARMS alarmes ativos"
fi



sleep $INTERVAL

done

Tratamento de Erros

Cddigos de Status HTTP

Codigo

200

201

400

401

404

409

500

503

Significado

Sucesso

Criado

Solicitacao Invalida

Nao Autorizado

Nao Encontrado

Conflito

Erro do Servidor

Indisponivel

Exemplo

Configuracao recuperada

Dispositivo registrado

JSON ou parametros invalidos

Chave de APl ausente/invalida

Dispositivo nao existe

Dispositivo ja registrado

Falha na conexao com o banco de dados

Modo de manutencao



Formato de Resposta de Erro

{
"error": {
“code": "DEVICE NOT FOUND",
"message": "Dispositivo 'site a bsl' nao encontrado",
"details": {
"device id": "site a bsl",
“timestamp": "2025-12-10T14:30:00Z"
}
}
}

Erros Comuns

Dispositivo Nao Registrado:

{
"error": {
“code": "NOT REGISTERED",
"message": "0 dispositivo deve ser registrado antes das
operacoes",
"solution": "Chame PUT /api/devices/:id/register primeiro"
}
}

Sessao Expirada:

{
"error": {
"code": "SESSION EXPIRED",
"message": "A sessao do dispositivo expirou",
"solution": "Chame PUT /api/devices/:id/sessions para iniciar
nova sessao"
}
}

Parametro de Configuracao Invalido:



"error": {
"code": "INVALID PARAMETER",
"message": "Valor do parametro fora do intervalo",
"details": {

"parameter": "/BSC-1/BTS-23/Cell-
1/CellAdvanced/CellTXPower",
"value": "99",
"valid range": "0-46 dBm"
}
¥
}



Exemplos de API

Exemplo de Cliente Python

import requests
import json

class RanMonitorClient:
def init (self, base url="http://localhost:4000/api/v1"):
self.base url = base url
self.session = requests.Session()

def register device(self, device id, address, username,
password) :
“""Registrar um novo dispositivo"""
url = f"{self.base url}/devices/{device id}/register"
payload = {
"address": address,
"web username": username,
"web password": password,
"webhook url": "http://manager:9076/webhook"
}
response = self.session.put(url, json=payload)
return response.json()

def get config(self, device id, sdn="*", depth=100):
"""Recuperar configuracao do dispositivo"""
url = f"{self.base url}/devices/{device id}/config/upload"

payload = {
"filter": {
"uploadType": "configuration",

"objects": [{"sdn": sdn, "depth": depth}]

}
response = self.session.put(url, json=payload)
return response.json()

def set config(self, device id, parameter path, value,
value type="string"):
"""Atualizar um parametro de configuracao"""
url = f"{self.base url}/devices/{device id}/config/set"
payload = {



"parameter path": parameter path,

"value": value,

"value type": value type
}
response = self.session.put(url, json=payload)
return response.json()

def get metrics(self, device id):
"""Recuperar métricas de desempenho"""
urt = f*"
{self.base url}/devices/{device id}/metrics/upload"
payload = {
"filter": {
"uploadType": "measurement",
"objects": [{"sdn": "*", "depth": 100}]

}
response = self.session.put(url, json=payload)
return response.json()

# Exemplo de uso
client = RanMonitorClient()

# Registrar dispositivo

result = client.register device(
device id="site a bsl",
address="192.168.1.100:8080",
username="admin",
password="password"

)
print(f"Registro: {result}")

# Obter configuracao
config = client.get config("site a bsl")
print(f"Configuracao: {json.dumps(config, indent=2)}")

# Atualizar parametro

update = client.set config(
"site a bsl",
"/BSC-1/BTS-23/Cell-1/CellAdvanced/CellTXPower",
"38",
"integer"



)
print(f"Atualizacao: {update}")

Exemplos de cURL

Registrar Dispositivo:

curl -X PUT
http://localhost:4000/api/vl/devices/site a bsl/register \
-H "Content-Type: application/json" \

-d '{
"address": "192.168.1.100:8080",
"web username": "admin",
"web password": "password",

"webhook url": "http://manager:9076/webhook"
} 1

Obter Status do Dispositivo:

curl -X GET http://localhost:4000/api/v1l/devices/site a bsl

Consultar Configuracgao:

curl -X PUT

http://localhost:4000/api/vl/devices/site a bsl/config/upload \
-H "Content-Type: application/json" \

-d '{
"filter": {
"uploadType": "configuration",
"objects": [{"sdn": "/BSC-1/*", "depth": 50}]
}

| B [ B



Guia do Arquivo de
Configuracao

Versionamento Automatizado e Rastreamento Histdrico para
Configuracoes AirScale

Visao Geral

O sistema de Arquivo de Configuracao rastreia e versiona automaticamente
todos os arquivos de configuracao da estacao base AirScale. Em vez de
armazenar instantaneas de configuracao no InfluxDB, as configuracdes sao
salvas como arquivos XML com timestamp no servidor, fornecendo um
completo histérico de auditoria das mudancas de configuracao.

Principais Recursos

* Versionamento Automatico - Novas versdes criadas apenas quando ha
mudancas na configuracao

* Polling Horario - Verifica mudancas de configuracao a cada hora
(configuravel)

e Deteccao de Mudancas - Comparacao inteligente detecta mudancas
reais, ignorando espacos em branco

e Limites Baseados em Tamanho - Armazenamento maximo de 100 MB
por dispositivo (mantém ~690 versoes)

* Interface Web - Navegue, baixe e gerencie versdes de configuracao

» Acesso Rapido - Armazenamento baseado em arquivos para recuperacao
instantanea

e Zero Carga no InfluxDB - Configuracdes nao sao mais armazenadas no
banco de dados de séries temporais

* Limpeza Automatica - Versdes antigas excluidas quando o limite de
tamanho é atingido



Como Funciona

Cronograma de Polling

A configuracao é consultada de cada estacao base AirScale registrada:

Intervalo: A cada 1 hora (padrao)

Localizacao de Armazenamento

Primeiro Poll: Imediatamente na inicializacao do aplicativo
Deteccao de Mudancas: Compara o conteludo com a versao anterior

Armazenamento: Salva apenas se houver mudanca ou na primeira vez

As configuracdes sao armazenadas no sistema de arquivos do servidor RAN

Monitor:

priv/airscale configs/
L— <airscale-name>/

— current.xml
configuracao

— ONS-Lab-Airscale config 20251230 143522.xml
30 de Dez, 14:35

— ONS-Lab-Airscale config 20251229 120000.xml
anterior

— ONS-Lab-Airscale config 20251228 093045.xml
mais antiga

L

mantidas até o limite de 100 MB

Formato do Nome do Arquivo:
<AirScaleName> config YYYYMMDD HHMMSS.xml

# Ultima

# Versao de

# Versao

# Versao

# Versoes

Nomeacao de Diretorios: Nomes AirScale sao sanitizados (caracteres

especiais substituidos por sublinhados, mindsculas)



Gerenciamento de Versoes

« Ultima Versao: Sempre disponivel como current.xml

* Versoes Histdricas: Arquivos com timestamp mostrando quando a
configuracao mudou

» Limpeza Automatica: Exclui as versdes mais antigas quando o limite de
100 MB é atingido

» Limpeza Manual: Exclua versoes especificas via Ul Web (exceto
current.xml)

* Protecao de Armazenamento: Limite baseado em tamanho previne uso
ilimitado do disco

» Retencao Flexivel: Mais versdes se 0s arquivos forem pequenos, menos
se 0s arquivos forem grandes

Protecao de Armazenamento

Limite de Armazenamento Baseado em
Tamanho

Para prevenir o uso ilimitado do disco, o sistema utiliza um limite baseado
em tamanho em vez de uma contagem de versdes:

» Tamanho Maximo: 100 MB por dispositivo (configuravel)

e Limpeza Automatica: Versdes mais antigas excluidas quando o limite de
tamanho é excedido

e Tempo de Limpeza: Cada vez que uma nova versao de configuracao é
salva

e Arquivos Protegidos: current.xml e pelo menos uma versao sempre
mantida

e Flexivel: Mantém ~690 versdes a 145KB cada, mais se os arquivos forem
menores



Como Funciona
Quando uma nova versao de configuracao é salva:

1. Salvar nova versao - Configuracao escrita como
<AirScale> config YYYYMMDD HHMMSS.xml

2. Atualizar atual - current.xml atualizado com a ultima configuracao

3. Calcular tamanho - O sistema soma o tamanho total de todos os arquivos
versionados

4. Limpar antigos - Se o total > 100 MB, exclui as versées mais antigas até
ficar abaixo do limite

5. Registrar atividade - Exclusdes registradas com espaco liberado



Cenario Exemplo

Estado inicial: 95 MB usados (655 versdes a 145KB cada)

— ONS-Lab-Airscale config 20240101 100000.xml <- Mais antiga
(145KB)

— ONS-Lab-Airscale config 20240102 100000.xml (145KB)

— ... (653 mais versdes)

L— ONS-Lab-Airscale config 20251230 100000.xml <- Mais nova
(145KB)

Nova configuracao detectada em 2025-12-31 10:00:00 (145KB)

Acoes:

1. Salvar: ONS-Lab-Airscale config 20251231 100000.xml (145KB)

2. Tamanho total agora: 95 MB + 145KB = 95.14 MB (ainda abaixo do
limite de 100 MB)

3. Nenhuma exclusao necessaria

4. Final: 656 versodes, 95.14 MB usados

Mais tarde: Grande mudanca de configuracao (novos recursos
adicionados, arquivo agora é 500KB)

Acoes:

1. Salvar: ONS-Lab-Airscale config 20251231 150000.xml (500KB)

2. Tamanho total agora: 95.14 MB + 500KB = 95.64 MB (ainda abaixo
do limite)

3. Nenhuma exclusao necessaria

4. Final: 657 versoes, 95.64 MB usados

Apds muitas outras mudancas: Aproximando-se do limite
Estado atual: 99.8 MB (685 versodes)

Nova configuracao: 200KB

1. Salvar nova versao

2. 0 total seria: 100 MB (excede o limite)

3. Excluir as versdes mais antigas até que o total < 100 MB



4. ExclusoOes registradas: "Excluidas 3 versdes, liberados 435 KB"
5. Final: 682 versdes, 99.6 MB usados

Garantias de Armazenamento
A limpeza automatica garante:

e Armazenamento Limitado: Cada dispositivo limitado a 100 MB no
maximo
* Sem Surpresas: O armazenamento nao crescera indefinidamente

» Seguro para Producao: Nenhuma intervencao manual necessaria

» Historico Flexivel: Mais versdes para configuracdes pequenas, menos
para configuracdes grandes

 Sempre Disponivel: Pelo menos uma versao sempre mantida

Monitorando Armazenamento

Verifique o uso de armazenamento para todos os dispositivos:

# Total de armazenamento usado
du -sh priv/airscale configs/
# Exemplo: 215M (para 3 dispositivos com média de 70 MB cada)

# Armazenamento por dispositivo
du -sh priv/airscale configs/*/

# Exemplo:

# 95M priv/airscale configs/ons-lab-airscale/
# 68M priv/airscale configs/sector-1/

# 52M priv/airscale configs/sector-2/

# Verifique se algum dispositivo esta préximo do limite

find priv/airscale configs -maxdepth 1 -type d -exec du -sm {} \;
| awk '$1 > 90 {print $2 " esta em " $1 "MB (aproximando-se do
limite de 100MB)"}'



Usando a Pagina do Arquivo de
Configuracao

Acessando o Arquivo de Configuracao
Ul Web: Navegue até Nokia —» Arquivo de Configuracao

URL: https://<ran-monitor-ip>:9443/nokia/config-archive

Interface do Arquivo de Configuracao mostrando o seletor de estacdo base,
tabela de histdrico de versbées com timestamps e tamanhos de arquivo, e
informacées de armazenamento.

Visao Geral da Interface
A pagina do Arquivo de Configuracao tem trés secoes principais:

1. Seletor de Estacao Base



e Visualizacao em Grade - Mostra todos os dispositivos AirScale
registrados

» Contagem de Versoes - NiUmero de versdes de configuracao
armazenadas para cada um

» Selecao - Cligue em um dispositivo para ver seu histérico de configuracao

e Indicador Visual - Dispositivo selecionado destacado em azul

2. Tabela de Histdrico de Versoes

Exibe todas as versdes de configuracao para a estacao base selecionada:

Coluna Descricao
Timestamp Quando a configuracgao foi salva (UTC)

Nome do arquivo da versao (ex:

Filename .
config 20251230 143522.xml)
Size Tamanho do arquivo em KB ou MB
A Ha quanto tempo a versao foi criada (ex: "2h atras", "3d
@
< atras")
Actions Botdes de Download ou Excluir

Ordenacao: As versdes mais novas aparecem primeiro (decrescente por
timestamp)

Configuracao Atual: O arquivo current.xml nao pode ser excluido (medida
de seguranca)

3. Informacoes de Armazenamento

Painel de resumo mostrando:

* Total de Versoes - NiUmero de versdes de configuracdao armazenadas

¢ Tamanho Total - Tamanho combinado de todas as versoes



e Caminho de Armazenamento - Localizacao do sistema de arquivos no
servidor

Operacoes Comuns

Baixando uma Configuracao

Proposito: Recuperar uma versao especifica da configuracao para revisao,
backup ou comparacao

Passos:

. Navegue até a pagina do Arquivo de Configuracao
Selecione a estacao base desejada
Encontre a versao que vocé deseja na tabela

. Cliqgue no botao Baixar

. O arquivo é baixado com o formato:
<AirScaleName> config YYYYMMDD HHMMSS.xml (corresponde ao nome do
arquivo armazenado)

Casos de Uso:

Criando backups offline

Comparando configuracdes entre timestamps

Revertendo para uma configuracao anterior conhecida como boa

Analisando a deriva de configuracao ao longo do tempo

Excluindo Versoes Antigas

Proposito: Remover versdes de configuracao desatualizadas para liberar
espaco de armazenamento

Passos:

1. Navegue até a pagina do Arquivo de Configuracao



2. Selecione a estacao base

3. Encontre a versao a ser excluida

4. Cligue no botao Excluir

5. Confirme a exclusao no didlogo popup

6. A versao é removida permanentemente

Notas Importantes:

» Nao é possivel excluir current.xml (Ultima versdo protegida)
e A exclusao é imediata e nao pode ser desfeita

* A exclusao manual nao afeta as configuracdes de limpeza automatica

Comparando Configuracoes
Propdsito: Identificar o que mudou entre duas versdes de configuracao
Comparacao Manual:

1. Baixe ambas as versdes que vocé deseja comparar
2. Use uma ferramenta de diff XML (ex: xmldiff, Beyond Compare, WinMerge)

3. Revise as diferencas para entender as mudancas

Exemplo usando linha de comando:

# Baixe ambas as versoes

wget https://<server>:9443/download/config/ONS-Lab-Airscale/ONS-
Lab-Airscale config 20251230 143522.xml

wget https://<server>:9443/download/config/ONS-Lab-Airscale/ONS-
Lab-Airscale config 20251229 120000.xml

# Compare com diff
diff ONS-Lab-Airscale config 20251229 120000.xml ONS-Lab-
Airscale config 20251230 143522.xml

# Ou use xmldiff para uma saida mais limpa
xmldiff ONS-Lab-Airscale config 20251229 120000.xml ONS-Lab-
Airscale config 20251230 143522.xml



Fluxos de Trabalho de
Gerenciamento de Configuracao

Investigacao de Rastro de Auditoria
Cenario: Necessidade de determinar quando uma configuracao mudou
Passos:

. Abra o Arquivo de Configuracao

. Selecione a estacao base afetada
. Revise os timestamps das versoes
. Baixe as versodes relevantes

. Compare para identificar mudancas exatas

OO U b W N

. Correlacione com problemas de desempenho ou alarmes

Exemplo:

Linha do Tempo das Versodes:

- ONS-Lab-Airscale config 20251230 143522.xml (143KB) - Mais
recente

- ONS-Lab-Airscale config 20251228 091045.xml (142KB) - 2 dias
atras

- ONS-Lab-Airscale config 20251225 180000.xml (142KB) - 5 dias
atras

Andlise:

- 0 tamanho aumentou de 142KB para 143KB em 30 de Dez

- Compare 28 de Dez vs 30 de Dez para encontrar o que foi
adicionado

- Verifique se o tempo correlaciona com o pico de alarme

Reversao de Configuracao

Cenario: Mudanca recente de configuracao causou problemas, necessidade de
restaurar a versao anterior



Passos:

0o N o U A WN B

. Identifique a versao de configuracao conhecida como boa

. Baixe essa versao do Arquivo de Configuracao

. Navegue até a pagina de Gerenciamento de Configuracao (Ul Web)
. Faca o upload da configuracao baixada — receba o ID do Plano

. Valide o plano - verifique se ha erros

. Se a validacao for bem-sucedida, ative o plano

. Monitore o dispositivo para estabilidade

. Verifique se a nova configuracao aparece no arquivo apds o préximo polling

Lista de Verificacao de Seguranca:

v Baixou a versao anterior correta

v Validou o plano antes da ativacao

v Coordenou com a equipe de operacoes

v Agendado durante a janela de manutencao

v Ferramentas de monitoramento prontas para verificacao

Gerenciamento de Configuracao Base

Cenario: Manter uma "configuracao padrao" para padronizacao

Melhor Pratica:

o U~ W N

. Crie e valide a configuracao base

. Aplique ao dispositivo de referéncia

. Baixe do Arquivo de Configuracao apds o préximo polling
. Armazene externamente como template

. Use para implantar novos dispositivos

. Revise e atualize periodicamente a base



Detalhes Técnicos

Algoritmo de Deteccao de Mudancas

O sistema utiliza comparacao inteligente de conteudo para evitar falsos
positivos:

Processo de Normalizacao:

1. Remover espacos em branco iniciais/finais
2. Colapsar espacos em branco entre tags XML
3. Normalizar espacos internos

4. Comparar o conteddo normalizado resultante

Beneficios:

Mudancas de formatacao nao acionam novas versoes

Apenas mudancas reais na configuracao criam versoes

Reduz as necessidades de armazenamento

Fornece um histérico de mudancas significativo

Exemplo:

<parameter>
<name>cellId</name>
<value>l</value>

</parameter>

<parameter><name>cellld</name><value>l</value></parameter>



Requisitos de Armazenamento

Tamanho Tipico da Configuracao: ~145 KB por versao (com base nas
configuracodes reais do AirScale)

Planejamento de Capacidade:

Tamanho Versoes
. . L . . Armazenamento
Dispositivos Maximo por Mantidas (a L.
) . Total Maximo
Dispositivo 145KB)
10 100 MB ~690 1 GB
50 100 MB ~690 5GB
100 100 MB ~690 10 GB
500 100 MB ~690 50 GB
1000 100 MB ~690 100 GB

Caracteristicas de Crescimento:

* Armazenamento maximo por dispositivo: 100 MB (configuravel)
» Versoes tipicas retidas: ~690 (145KB cada)

* Se a configuracao nunca mudar: Crescimento minimo (apenas
current.xml a 145KB)

e Se a configuracao mudar frequentemente: O crescimento para ao
atingir o limite de 100 MB

e Adaptativo: Mantém mais versdes para configuracdes pequenas, menos
para configuracdes grandes

Protecao Automatica:

» VersoOes antigas excluidas quando o limite de tamanho é atingido
e Nenhuma intervencdao manual necessaria

e Uso de armazenamento estritamente limitado por dispositivo



e Pelo menos uma versao sempre retida

Politica de Retencao

Configuracoes Padrao:

Armazenamento maximo de 100 MB por dispositivo

Exclusao automatica das versdes mais antigas quando o limite é excedido

current.xml sempre retido (isento de limpeza)

A limpeza ocorre toda vez que uma nova versao é salva

Pelo menos um arquivo versionado sempre mantido
Personalizando a Retencao:

O limite de armazenamento é configurado no moédulo ConfigStorage:

# Em lib/ran monitor/nokia/airscale/config storage.ex
# Atributo do médulo no topo do arquivo
@max_storage bytes 100 * 1024 * 1024 # 100 MB padrao

# Mudar para um limite diferente:

@max storage bytes 50 * 1024 * 1024 # 50 MB (mantém ~345
versoes)

@max_storage bytes 200 * 1024 * 1024 # 200 MB (mantém ~1380
versoes)

# A funcao de limpeza usa este padrao
def cleanup old versions(airscale name, max size bytes \
@max_storage bytes)

Apods modificar, recompilar:

mix compile
# Reinicie o RAN Monitor para aplicar as mudangas

Configuracao de Polling

Intervalo Padrao: 1 hora (3.600.000 milissegundos)



Para Alterar o Intervalo de Polling:

Edite lib/ran monitor/nokia/airscale/manager.ex:

defp schedule get airscale config do
# Puxar configuracao a cada 1 hora (3.600.000 ms)
Process.send after(self(), :get airscale config, 3 600 000)
end

Intervalos Comuns:

e 30 minutos: 1 800 000

e 1 hora: 3 600 000 (padrao)
e 2 horas: 7 200 000

* 4 horas: 14 400 000

e 24 horas: 86 400 000

Apds a alteracao, recompilar e reiniciar o RAN Monitor.

Resolucao de Problemas

Nenhuma Versao de Configuracao Mostrando
Sintomas:

e A pdagina do Arquivo de Configuracao mostra "0 versoes"

e O dispositivo selecionado mostra tabela vazia
Possiveis Causas:
1. Dispositivo Nao Registrado

o Verifique a pagina de Estacdes Base
o Verifique se o dispositivo mostra status "REGISTRADO"

o Revise 0s Logs do Aplicativo para erros de registro



2. Sessao Nao Ativa

o Verifique a visualizacao de detalhes do dispositivo
o Assegure-se de que o status da sessao é "ATIVA"

o Revise 0s timestamps da sessao

3. Configuracao Ainda Nao Consultada

o Aguarde o primeiro ciclo de polling horario

o Ou acione manualmente:
Kernel.send(Process.whereis(RanMonitor.Nokia.Airscale.Manager),
:get airscale config)

4. Problemas de Caminho de Armazenamento

o Verifique se o diretério priv/airscale configs/ existe

o Verifique se o RAN Monitor tem permissdes de gravacao

o Revise 0s Logs do Aplicativo para erros de sistema de arquivos
Download Retorna Erro 404

Sintomas:

e Clicar em Baixar mostra "Arquivo de configuracao nao encontrado"

¢ O navegador mostra erro 404
Possiveis Causas:
1. Desvio de Caminho do Arquivo

o Nomes de diretdrios sao sanitizados (minusculas, caracteres especiais
substituidos)

o Verifigue o nome real do diretério em priv/airscale configs/

2. Arquivo Excluido

o Verifique se o arquivo foi excluido manualmente do sistema de arquivos

o Atualize a pagina do Arquivo de Configuragcao para atualizar a lista



3. Problemas de Permissao

o Verifigue se o processo do servidor web pode ler os arquivos de
configuracao

o Verifique as permissdes de arquivo no diretério de configuracao

Resolucao:

# Verifique se o diretdrio existe
ls -la priv/airscale configs/

# Verifique se o arquivo existe
ls -la priv/airscale configs/<device-name>/

# Corrija as permissdes se necessario

chmod 755 priv/airscale configs/
chmod 644 priv/airscale configs/*/*.xml

Configuracao Nao Atualizando

Sintomas:

e Apenas current.xml existe, nenhuma nova versao

» Contagem de versdes permanece em 1 mesmo apdés mudancas

Possiveis Causas:
1. Configuracao Nao Mudou

o O sistema s6 cria versdes quando o conteddo muda

o Revise os logs: Configuracao inalterada, nenhuma nova versao
criada

2. Polling Nao Esta Rodando

o Verifigue os Logs do Aplicativo para mensagens de polling
o Verifique se o processo do Gerente esta em execucao

o Verifique se ha erros durante a recuperacao da configuracao



3. Deteccao de Mudanca Muito Rigorosa

o Mudancas apenas de espacos em branco sao ignoradas (por design)

o Verifique se os valores reais dos parametros mudaram

Verificacao:

# Verifique os logs para polling de configuracao
grep "process configuration" <log-file>

# Acione manualmente o pull de configuracao

# No console IEx:
Kernel.send(Process.whereis(RanMonitor.Nokia.Airscale.Manager),

:get airscale config)

Melhores Praticas

Backups Regulares
Recomendacao: Crie backups externos de configuracdes criticas

Exemplo de Script de Backup Automatizado:



#!/bin/bash

# backup-configs.sh - Backup didrio de configuracao para
armazenamento externo

BACKUP_ DIR="/backup/ran-monitor/configs"

CONFIG DIR="priv/airscale configs"

DATE=$(date +%Y%m%d)

# Crie diretério de backup datado
mkdir -p "$BACKUP DIR/$DATE"

# Copie todas as configuracdes
rsync -av "$CONFIG DIR/" "$BACKUP DIR/$DATE/"

# Mantenha os Ultimos 30 dias
find "$BACKUP DIR" -type d -mtime +30 -exec rm -rf {} +

echo "Backup concluido: $BACKUP DIR/$DATE"
Agende com cron:

0 2 * * x /path/to/backup-configs.sh

Documentacao de Mudancas
Melhor Pratica: Documente o motivo das mudancas nas configuracdes
Processo Sugerido:

1. Antes de fazer mudancas na configuracao, documente o motivo
2. Crie um arquivo de log de mudancas ao lado das configuracoes

3. Inclua: Data, Dispositivo, Mudancas, Justificativa, Aprovador

Exemplo de Log de Mudancas:



# config changes.log

2025-12-30 14:35:22 - ONS-Lab-Airscale

Alterado Por: John Smith

Razao: Aumentar poténcia da célula para melhorar cobertura no
Setor 1

Parametros: txPower alterado de 40dBm para 43dBm

Validado: Sim

Ativado: 2025-12-30 14:40:00

Resultado: Cobertura melhorada, nenhuma degradacao observada

2025-12-28 09:10:45 - ONS-Lab-Airscale

Alterado Por: Jane Doe

Razao: Atualizar lista de células vizinhas apds implantacao de
novo site

Parametros: Células vizinhas 10, 11, 12 adicionadas

Validado: Sim

Ativado: 2025-12-28 09:15:00

Resultado: Transferéncias funcionando corretamente

Monitoramento de Armazenamento
Recomendacao: Monitore o uso do disco periodicamente

Verifique o Uso de Armazenamento:

# Tamanho total do arquivo de configuracao
du -sh priv/airscale configs/

# Tamanho por dispositivo
du -sh priv/airscale configs/*/

# Numero de versdes por dispositivo

find priv/airscale configs/ -name "*.xml" | \
sed 's|/[~/1*\.xml||"' | uniq -c

Configure Alertas:

¢ Alerta se o tamanho total exceder o limite (ex: 500MB)

e Alerta se algum dispositivo tiver contagem de versdes incomumente alta



e Alerta se o0 espaco em disco estiver abaixo de 10% livre

Integracao com Gerenciamento de
Configuracao

O sistema de Arquivo de Configuracao funciona em conjunto com a pagina de
Gerenciamento de Configuracao:

Integracao de Fluxo de Trabalho
Baixar Configuracao Atual:

e Use o Arquivo de Configuracao para obter current.xml

e Ou use o botao "Baixar" na Geréncia de Configuracao (aciona pull imediato)
Fazer Upload de Configuracao Modificada:

* Use a pagina de Gerenciamento de Configuracao
e Fazer upload - Validar - Ativar fluxo de trabalho

* Nova versao aparece no Arguivo apés o proximo polling
Processo de Reversao:

e Baixe a versao anterior do Arquivo
e Faca upload via Gerenciamento de Configuracao

e Siga o fluxo de trabalho Validar = Ativar



Fluxo de Dados

Estacdo Base AirScale RAM Monitor Argquivo de Configuragao Ul Web

Poll de Configuracdo Horario

Solicitar Configuracio

Fy

Config XML

CIJ"'FIE"EF COM Cument.xm:

alt [Configuragdo Mudou]

Salvar como config_YYYYMMDD_HHMMSS xml
-—

Atualizar current.xml

-
P —

Limipar wersoes antigas (manter 10)

~

e

Incrementar contader de estatisticas

“

[Configuracdo Inalteradal

Pular salvamento (nenhuma nova wersao)

\

-—

Solicitar lista de versdes

&~

Exibir todas as versdes com timestamps
3

Estacdo Base AirScale RAM Monitor Argquivo de Configuragao Ul Web

Acesso a API

Embora o Arquivo de Configuracao seja acessado principalmente via Ul Web, as
configuracdes também podem ser baixadas por meio de solicitacdes HTTP
diretas.

Endpoints de Download

Configuracao Atual:



curl -k "https://<server>:9443/download/config/<airscale-

name>/current.xml" \
-0 current _config.xml

Versao Especifica:

curl -k "https://<server>:9443/download/config/<airscale-
name>/0NS-Lab-Airscale config 20251230 143522.xml" \
-0 ONS-Lab-Airscale config 20251230 143522.xml

Nota: O nome AirScale na URL deve corresponder ao nome do diretério
sanitizado (minusculas, sublinhados para caracteres especiais)

Acesso Programatico

Listar Versoes (do console IEx):



# Obter todas as versdes para um dispositivo
RanMonitor.Nokia.Airscale.ConfigStorage.list config versions("ONS-
Lab-Airscale")

# Obter conteldo da configuracao atual

{:0k, xml} =
RanMonitor.Nokia.Airscale.ConfigStorage.get current config("ONS-
Lab-Airscale")

# Verificar contagem de versoes
RanMonitor.Nokia.Airscale.ConfigStorage.count versions("ONS-Lab-
Airscale")

# Retorna: 655

# Obter configuracao de tamanho maximo de armazenamento
RanMonitor.Nokia.Airscale.ConfigStorage.max storage bytes()
# Retorna: 104857600 (100 MB em bytes)

# Obter uso atual de armazenamento
RanMonitor.Nokia.Airscale.ConfigStorage.get storage usage("ONS-
Lab-Airscale")

# Retorna: 99614055 (bytes)

# Obter estatisticas detalhadas de armazenamento
RanMonitor.Nokia.Airscale.ConfigStorage.get storage stats("ONS-
Lab-Airscale")

# Retorna: %{version count: 655, total size bytes: 99614055, ...}

# Limpeza manual (manter abaixo de 50 MB)
RanMonitor.Nokia.Airscale.ConfigStorage.cleanup old versions("ONS-
Lab-Airscale", 50 * 1024 * 1024)

# Retorna: {:ok, 345, 50000000} - excluiu 345 versoes, liberou
50MB

# Limpeza usando o padrao (100 MB)
RanMonitor.Nokia.Airscale.ConfigStorage.cleanup old versions("ONS-
Lab-Airscale")

# Retorna: {:0k, 0, 0} - nenhuma limpeza necessdria se estiver
abaixo do limite



Veja Também

. - Referéncia completa do painel de controle

. - Configuracao da estacao base

. - Tarefas de gerenciamento do dia a dia
. - Gerenciamento de

armazenamento



Guia de Politica de
Retencao de Dados

Visao Geral

O aplicativo RAN Monitor agora inclui um sistema abrangente de Politica de
Retencao de Dados que permite gerenciar por quanto tempo métricas de
desempenho, dados de configuracao e registros de alarmes sao armazenados
no InfluxDB. Este guia cobre tudo o que vocé precisa saber sobre como
gerenciar a retencao de dados.

[] Inicio Rapido

Acessando o Painel de Controle da Politica de
Retencao

1. Navegue até o Painel de Controle: https://localhost:9443
2. Clique em Retencao de Dados no menu de navegacao

3. Visualize e gerencie as configuracoes de retencao para todos os eNodeBs
configurados

Definindo um Periodo de Retencao
Personalizado

1. Encontre o eNodeB na lista
2. Atualize o campo "Periodo de Retencao" (em horas)
3. A configuracdo é salva imediatamente

4. Retorna ao padrao global se deixado em branco



Limpando Dados Antigos

1. Clique no botao Limpar Dados Antigos para remover registros mais
antigos que o periodo de retencao

2. Ou cliqgue em Limpar Todos os Dados para excluir todos os registros para
aguele eNodeB (use com cautela!)

Captura de Tela

O painel de Retencao de Dados mostrando configuracdées de retencao e
contagens de registros para cada eNodeB

[] Recursos

Configuracoes de Retencao Global

* Periodo de Retencao Padrao: 720 horas (30 dias)



e Configuravel: Alterar em config/config.exs

* Fallback: Aplicado a todos os eNodeBs sem configuracdes personalizadas

Retencao por eNodeB

e Substituir Global: Defina retencao personalizada para eNodeBs
especificos
e Armazenado no Banco de Dados: Persistido na tabela airscales

e Em Tempo Real: Tem efeito imediato

Limpeza Automatica

« Agendada: Executa automaticamente a cada hora

e Trabalhador em Segundo Plano:
RanMonitor.Data.RetentionCleanupWorker

 Por eNodeB: Respeita as configuracdes de retencao individuais

* Registrado: Todas as limpezas sao registradas para auditoria

Visibilidade dos Dados

« Contagem de Registros: Veja quantos registros por tipo de medicao:
o Métricas de Desempenho

o Configuracao
o Alarmes
« Resumo Total: Visualize o total de registros por eNodeB

e Em Tempo Real: Atualizado na atualizacdao da pagina



[] Interface do Usuario

Layout do Painel

O painel de Retencao de Dados mostrando configuracées globais, periodos de
retencao por eNodeB e contagens de registros

Visao Geral do Layout:



Politica de Retencdo de Dados |

CONFIGURAGCOES GLOBAIS | |

Retencdo Padrdo: 30 dias | Total de Registros: 1.2M | |
Limpeza Automética: v Habilitada (executa a cada hora)| |

CONFIGURACOES DE RETENCAO DO eNodeB | |

— SITE-01 |
| Status: REGISTRADO |1
| Retengdo: 720 horas (30 dias) | | |

|

| Registros de Dados: | | |
| Métricas de Desempenho: 250.000 | | |
|  Configuracéo: 5.000

| Alarmes: 15.000
|

|

|

|

|

[Limpar Dados Antigos] [Limpar Todos os Dados]

||
||
||
Total: 270.000 | |
||
||
'

(Mais eNodeBs abaixo...)

Indicadores de Status

e Verde (v): eNodeB registrado e ativo
e Vermelho (X): eNodeB pendente ou nao registrado

» Desabilitado: Nao é possivel modificar configuracdes para eNodeBs nao
registrados



Botoes de Acao

Botao Acao
Limpar Dados Remover
Antigos registros antigos
Limpar Todos Limpeza
os Dados completa
Atualizar Atualizar exibicao

# Configuracao

Efeito

Exclui registros mais antigos que o
periodo de retencao

Exclui TODOS os registros (A use
com cautela!)

Rebusca contagens de registros e
configuracoes

Configuracao Global de Retencao

Edite config/config.exs:

config :ran _monitor,
ecto repos: [RanMonitor.Repo],

generators: [context app: :ran_monitor],
data retention hours: 720 # 30 dias, ajuste conforme necessario



Valores de Tempo Suportados

Periodo

1 hora

1 dia

7 dias

14 dias

30 dias

90 dias

180 dias

1 ano

Horas

24

168

336

720

2160

4320

8760

Dias

0.04

14

30

90

180

365

Recomendado Para

Apenas para testes

Métricas de curto prazo

Relatdrios semanais

Relatdrios quinzenais

Relatérios mensais (padrao)

Tendéncias de longo prazo

Relatdrios semestrais

Relatdérios anuais

Variaveis de Ambiente

Substitua opcionalmente em tempo de execucao:

export DATA RETENTION HOURS=1440 # 60 dias
mix phx.server



[] Como Funciona

Fluxo de Retencao de Dados

1. INSERCAO DE DADOS
- Métricas de Desempenho - InfluxDB
- Dados de Configuracdo - InfluxDB
L- Alarmes - InfluxDB

2. LIMPEZA AUTOMATICA (Horaria)
- RetentionCleanupWorker é acionado
- Para cada eNodeB:
| | Obter retencdo efetiva (por eNodeB ou global)
| | Calcular timestamp de corte
| L Excluir registros mais antigos que o corte
L Registrar resultados

3. LIMPEZA MANUAL (Sob Demanda)
- 0 usuério clica no botdo na UI
- Politica de retencéo aplicada
- Registros excluidos imediatamente
L Notificacdo de sucesso/erro exibida

4. MONITORAMENTO
L Contagens de registros exibidas na UI

Logica de Retencao

Retencao Efetiva por eNodeB:

effective retention = case airscale.retention hours do

nil -> Config.data retention hours() # Usa global (720h)
hours -> hours # Usa valor
personalizado por eNodeB
end
Exemplo:

e Padrao global: 720 horas (30 dias)



* eNodeB "SITE-01" personalizado: 168 horas (7 dias)

e eNodeB "SITE-02" personalizado: nil -» usa global 720 horas

Processo de Limpeza

Timestamp de Corte = Agora - (retention hours * 3600 segundos)

Exemplo com retencao de 30 dias:

- Atual: 2025-12-11 10:00:00

- Retencdo: 720 horas (30 dias)

- Corte: 2025-11-11 10:00:00

- Excluir todos os registros com timestamp < corte

[] Monitoramento & Registro

Entradas de Log

O sistema registra todas as atividades de retencao. Procure por:

[RetentionCleanupWorker] Iniciando trabalhador de limpeza de
retencao

[RetentionCleanupWorker] Limpando dados para SITE-01 (retencao:
720h)

[RetentionCleanupWorker] Excluidos 15.000 registros para SITE-01

[RetentionCleanupWorker] Ciclo de limpeza completo: 5 bem-
sucedidos, 0 falhados, 75.000 total excluidos

Monitorando Contagens de Registros
Visibilidade em Tempo Real:

1. Abra o painel de Retencao de Dados
2. Veja as contagens atuais de registros por medicao por eNodeB

3. Cligue em "Atualizar" para atualizar as contagens



Rastreamento Historico:

e Verifique os logs do aplicativo para resumos de limpeza
e Monitore o uso de disco do InfluxDB ao longo do tempo

e Configure alertas com base no crescimento da contagem de registros

[] Uso Avancado

Acesso Programatico

Use o servico de politica de retencdao em seu cédigo:

alias RanMonitor.Data.RetentionPolicy
alias RanMonitor.Database.Nokia

# Obter retencao efetiva para um eNodeB

airscale = Nokia.get airscale!(1)

hours = RetentionPolicy.get retention hours(airscale)
# => 720 (ou valor personalizado se definido)

# Obter contagens de registros para um eNodeB

counts = RetentionPolicy.get record counts("SITE-Q1")

# => %{"PerformanceMetrics" => 250000, "Configuration" => 5000,
"Alarms" => 15000}

# Obter total de registros
total = RetentionPolicy.get total record count("SITE-01")
# => 270000

# Excluir registros antigos manualmente

{:0k, deleted count} = RetentionPolicy.delete old records("SITE-
01", 720)

# => {:0k, 50000} (50k registros excluidos)

# Limpar todos os registros para um eNodeB

{:0k, deleted count} = RetentionPolicy.clear all records("SITE-
01")

# => {:0k, 270000} (todos os 270k registros excluidos)



Ajustando o Intervalo de Limpeza

Edite lib/ran monitor/data/retention cleanup worker.ex:

# Mudar de 1 hora (3600000ms) para 30 minutos (1800000ms)
@cleanup interval ms 1800000 # 30 minutos

Entao recompile:
mix compile
Consultas em Nivel de Banco de Dados
Visualize as configuracdes de retencao diretamente:
SELECT name, retention hours FROM airscales;
Atualize a retencao via banco de dados:

UPDATE airscales
SET retention hours = 168
WHERE name = 'SITE-01';

[] Melhores Praticas

Selecao do Periodo de Retencao
Curto prazo (< 7 dias)

e Use para: Testes, ambientes de staging
e Nao recomendado para: Producao

» Risco: Pode excluir dados histéricos importantes



Padrao (7-30 dias)

» Use para: Implantacdes de producao com armazenamento tipico
e Melhor para: A maioria dos casos de uso

e Equilibrio: Boa histéria com armazenamento gerenciavel
Longo prazo (> 30 dias)

» Use para: Analise de tendéncias, requisitos de conformidade
e Custo: Requisitos de armazenamento mais altos

e Beneficio: Dados histdéricos estendidos

Recomendado por Caso de Uso

Caso de Uso Retencao Razao
Relatorios diarios 7-14 dias Ciclos de revisao semanais
Relatérios semanais 30-60 dias Resumos mensais
Relatérios mensais 90 dias Analise trimestral
Anadlise de tendéncias 180-365 dias Padrbes de longo prazo
Conformidade Conforme necessario  Legal/regulatorio

Consideracoes de Armazenamento
Estime as necessidades de armazenamento:

e 1000 registros = 1-5 KB (dependendo do tipo de medicao)
e 1 milhao de registros = 1-5 GB

e Periodo de retencdao X taxa de coleta = armazenamento total

Monitore o crescimento com:



# Verifique o tamanho do bucket do InfluxDB
influx bucket list

# Ou verifique o uso do disco
df -h /path/to/influxdb/data

[] Seguranca & Conformidade

Privacidade de Dados

e Sem criptografia em repouso por padrao
* Acesso a rede controlado via seguranca do InfluxDB

* Logs de acesso disponiveis nos logs do aplicativo

Conformidade

* Rastro de auditoria: Todas as limpezas registradas com timestamp

e Integridade dos dados: Exclusdes suaves, sem exclusdes permanentes
no nivel do aplicativo

* Prova de retencao: Logs mostram o que foi retido/excluido

Recomendacoes

1. Habilite a autenticacao do InfluxDB para producao
2. Monitore os logs de limpeza regularmente

3. Defina a retencao com cuidado para equilibrar conformidade e
armazenamento

4. Faca backup antes de operacées em massa se dados criticos

5. Teste politicas de retencao em staging primeiro



[] Solucao de Problemas

Problema: Limpeza Nao Executada
Sintomas:

» Registros mais antigos que o periodo de retencao ainda existem

e Sem entradas de log de limpeza
Solucoes:

1. Verifique se o aplicativo esta em execucao: ps aux | grep mix

2. Verifique se o RetentionCleanupWorker foi iniciado:
o Verifique os logs por [RetentionCleanupWorker] Iniciando

3. Verifique a conexao com o InfluxDB:
o Visite a pagina de Status do InfluxDB:
https://localhost:9443/nokia/influx

4. Verifique se as configuracdes de retencao estao configuradas:
o Verifique config/config.exs para data retention hours

Problema: Limpeza Manual Falhou
Sintomas:

e Mensagem de erro ao clicar em "Limpar Dados Antigos"

» Registros nao excluidos
Solucoes:

1. Verifique se o InfluxDB é acessivel:
o Teste a conexao no painel
2. Verifique se as contagens de registros sao precisas:
o Clique em "Atualizar" para atualizar
3. Verifigue os logs do aplicativo em busca de erros:
o Procure por entradas de erro [RetentionPolicy]
4. Verifigue se o eNodeB esta registrado:
o Verifique a pagina de Status do eNodeB



Problema: Alto Uso de Memadria Apds Limpeza
Sintomas:

* O aplicativo fica lento apds a limpeza

¢ Uso de memodria aumenta
Solucoes:

1. Isso é normal para grandes exclusoes
2. Aguarde de 5 a 10 minutos para a meméria se normalizar

3. Considere reduzir a frequéncia de limpeza:
o Mude @cleanup interval ms (padrao 1 hora)

4. Ou reduza o periodo de retencao para eNodeBs afetados

Problema: Contagens de Registros Incorretas
Sintomas:

» Contagens de registros nao correspondem a Ul do InfluxDB

e "Limpar Dados Antigos" mostra niumeros diferentes
Solucoes:

1. Clique em "Atualizar" para forcar a atualizacao

2. Verifigue a consulta do InfluxDB:
o Pode levar tempo para refletir exclusdes recentes

3. Espere um minuto e tente novamente:
o O InfluxDB pode estar processando operacdes de exclusao

4. Verifique se o nome do eNodeB corresponde exatamente:
o Comparacao sensivel a mailusculas e mindsculas

[] Documentacao Relacionada

. - Visao geral operacional completa



. - Referéncia e recursos do painel de controle

. - Guia de inicio rapido
. - Tarefas de gerenciamento do dia a dia
. - Analises e painéis

[] Pontos de Acesso

e Painel de Retencao de Dados:
https://localhost:9443/nokia/retention

e Status do eNodeB: https://localhost:9443/nokia/status
e Status do InfluxDB: https://localhost:9443/nokia/influx
e Logs Ao Vivo: https://localhost:9443/nokia/logs

[0 FAQ

P: A limpeza excluira dados ativos?

R: Nao. Apenas registros mais antigos que o periodo de retencao sao excluidos.
Dados que estao sendo coletados atualmente nunca sao afetados.

P: Posso definir retencao diferente para
diferentes eNodeBs?

R: Sim! Cada eNodeB pode ter sua prépria configurac@€o de retencdo. Se ndo
for definido, usa o padrao global.

P: Com que frequéncia a limpeza automatica é
executada?

R: A cada hora por padrao. Ajuste @cleanup interval ms no trabalhador se
necessario.



P: O que acontece se eu limpar todos os
dados?

R: Todos os registros (Métricas de Desempenho, Configuracao, Alarmes) para
aquele eNodeB sao excluidos permanentemente. Isso nao pode ser desfeito.

P: A limpeza pode afetar a coleta de dados?

R: Ndo. A limpeza e a coleta de dados sao independentes. Novos dados
continuarao sendo gravados enquanto dados antigos sao excluidos.

P: Quanto tempo a limpeza leva?
R: Depende da contagem de registros:

e Pequeno (< 100k): < 1 segundo
e Médio (100k-1M): 1-10 segundos
e Grande (> 1M): 10-60+ segundos

P: Posso excluir manualmente registros
especificos?

R: Nao via Ul. Apenas limpeza completa ou limpeza total disponivel. Para
exclusodes granulares, use o CLI ou API do InfluxDB diretamente.

P: E se o InfluxDB estiver indisponivel?

R: A limpeza falhard silenciosamente e tentard novamente na préxima hora. A
coleta de dados continua sem ser afetada.

P: A limpeza afeta o desempenho?

R: Impacto menor durante a limpeza (segundos a minutos dependendo do
tamanho dos dados). O intervalo de uma hora foi escolhido para minimizar o
impacto.



[] Detalhes da Implementacao

Arquivos Modificados

Arquivo

lib/ran_monitor/database/nokia/airscale.ex

lib/ran_monitor/config/config.ex

config/config.exs

lib/ran_monitor/application.ex

Mudancas

Adicionado campo
retention hours

Adicionado getter
data retention hours()

Adicionada configuracao
de retencao global e rota
de péagina

Adicionado trabalhador
de limpeza a arvore de
supervisao



Arquivos Criados

Arquivo

lib/ran monitor/data/retention policy.ex

lib/ran _monitor/data/retention cleanup worker.ex

lib/ran_monitor/web/live/retention policy live.ex

priv/repo/migrations/20251211065257 add retention hours to airscales.

Funcoes Chave
Mddulo RetentionPolicy:

e get retention hours(airscale) - Obter retencao efetiva

e get record counts(airscale name) - Buscar contagens de registros
* get total record count(airscale name) - Contagem total

e delete old records(name, hours) - Limpar registros antigos

e clear all records(name) - Limpeza completa
GenServer RetentionCleanupWorker:

e start link(opts) - Iniciar trabalhador de limpeza
e init(:ok) - Inicializar trabalhador

* handle info(:cleanup, state) - Executar ciclo de limpeza



[] Comecando

Configuracao (Uma Vez)

1. Execute a migracao:
mix ecto.migrate

2. Reinicie o aplicativo:
mix phx.server

3. Verifique a instalacao:

o Navegue até https://localhost:9443/nokia/retention

o Deve ver o painel de Retencao de Dados



Primeiro Uso
1. Verifique as configuracoes atuais:

o Veja a retencao global (padrao: 720 horas)

o \eja as configuracdes de retencao por eNodeB

2. Personalize se necessario:

o Atualize a retencao global em config/config.exs

o Qu defina por eNodeB via Ul

3. Monitore a limpeza:

o Observe os logs para entradas de [RetentionCleanupWorker]

o Verifigue se as contagens de registros diminuem ao longo do tempo

[] Suporte

Precisa de Ajuda?

1. Verifique os logs: Procure por entradas [RetentionPolicy] ou
[RetentionCleanupWorker]

2. Revise este guia: A maioria dos problemas esta coberta na secao de
Solucao de Problemas

3. Verifique outros docs: Consulte os links de documentacao relacionada
acima

4. Verifique a configuracao: Certifique-se de que a migracao foi executada
e o trabalhador foi iniciado

Relatando Problemas
Inclua:

e Mensagem de erro da Ul ou logs

¢ Nome do eNodeB afetado



e Configuracdes de retencao atuais
e Contagens de registros antes/depois

e Passos para reproduzir

[] Recursos de Aprendizado

Conceitos Relacionados

InfluxDB v2.x: Banco de dados de séries temporais com politicas de
retencao

Politica de Retencao: Por quanto tempo os dados sao mantidos

Limpeza: Exclusao automatizada de dados antigos

Tipos de Medicao: Métricas de Desempenho, Configuracao, Alarmes

Recursos Externos


https://docs.influxdata.com/
https://hexdocs.pm/elixir/GenServer.html
https://hexdocs.pm/phoenix_live_view/Phoenix.LiveView.html

Introducao ao RAN
Monitor

Guia Rapido para Implantacao e Configuracao do RAN Monitor

Instrucées passo a passo para configurar o RAN Monitor em seu ambiente

vk Wy

Visao Geral

Este guia o orienta através da implantacao inicial do RAN Monitor, desde a
preparacao da infraestrutura até a conexao da primeira estacao base.

O Que Vocé Vai Conquistar

Ao final deste guia, vocé teré:

v Preparado a infraestrutura necessaria (MySQL, InfluxDB)

v Configurado o RAN Monitor com os detalhes do seu ambiente

v Iniciado o aplicativo RAN Monitor

v Conectado sua primeira estacao base Nokia AirScale

v Verificado que as métricas estao fluindo para o InfluxDB

v Acessado o painel da interface Web Ul



Tempo Estimado: 30-60 minutos para configuracao inicial

Pré-requisitos

Antes de implantar o RAN Monitor, certifique-se de que vocé possui 0 seguinte:

Requisitos de Infraestrutura
Servidor de Banco de Dados MySQL

e Versao: MySQL 5.7+ ou MariaDB 10.3+

e Acesso: Conectividade de rede a partir do servidor do RAN Monitor
» Permissoes: Privilégios CREATE, SELECT, INSERT, UPDATE, DELETE
e Banco de Dados: Banco de dados vazio criado para o RAN Monitor

» Recomendacao: Instancia ou esquema de banco de dados dedicado

Banco de Dados de Série Temporal InfluxDB

Versao: InfluxDB 1.8+ ou 2.0+

Acesso: Conectividade de rede a partir do servidor do RAN Monitor

Bucket/Banco de Dados: Criado e pronto para armazenamento de métricas

Token de API: Com permissdes de gravacao no bucket (InfluxDB 2.x)

Armazenamento: Espaco em disco suficiente para sua politica de retencao
Servidor do RAN Monitor

e SO: Linux (Ubuntu 20.04+, CentOS 8+, ou similar)
e RAM: 4GB minimo, 8GB recomendado

e CPU: 2 nucleos minimo, 4+ nucleos recomendados
e Disco: 20GB minimo para aplicativo e logs

e Rede: Conectividade com estacdes base, MySQL e InfluxDB

Requisitos de Rede

Conectividade de Rede



e RAN Monitor - Estacdes base Nokia AirScale (porta 8080)

» Estacdes base Nokia - RAN Monitor (porta 9076 para webhooks)
¢ RAN Monitor » MySQL (porta 3306)

e RAN Monitor - InfluxDB (porta 8086)

e Operadores - Web Ul do RAN Monitor (porta 9443)

Regras de Firewall

Permitir entrada na porta 8080 (comunicacao da estacao base)

Permitir entrada na porta 9076 (receptor de webhook)
Permitir entrada na porta 9443 (Web Ul HTTPS)
Permitir saida para MySQL e InfluxDB

Requisitos da Estacao Base Nokia
Para Cada Estacao Base:

 Endereco IP - Endereco de rede onde a estacao base é acessivel
e Porta - Porta da interface de gerenciamento (tipicamente 8080)

» Credenciais - Nome de usuério e senha para autenticacao WebLM
 Rota de Rede - Conectividade verificada (ping deve ter sucesso)

¢ Interface de Gerenciamento - Habilitada e acessivel
Chaves de Autenticacao do Gerente

 Chave Privada - Para autenticacao do gerente (formato PEM)
e Certificado Publico - Certificado de identidade do gerente (formato DER)

e Fornecido pela Nokia ou gerado com OpenSSL

Grafana (Opcional, mas Recomendado)

e \ersao: Grafana 8.0+
¢ Acesso: Conectividade de rede ao InfluxDB

e Propdsito: Painéis de analise e alertas



Processo de Configuracao Inicial

Passo 1: Preparar a Infraestrutura
1.1 Configurar o Banco de Dados MySQL

Crie 0 banco de dados para o RAN Monitor:

CREATE DATABASE ran monitor CHARACTER SET utf8mb4 COLLATE
utf8mb4 unicode ci;

Crie um usuario dedicado com privilégios apropriados:

CREATE USER 'ran monitor user'@'s' IDENTIFIED BY

'secure password';

GRANT CREATE, SELECT, INSERT, UPDATE, DELETE ON ran monitor.* TO
‘ran_monitor user'@'s';

FLUSH PRIVILEGES;

Verifigue a conectividade a partir do servidor do RAN Monitor:
mysql -h <mysql-host> -u ran monitor user -p ran monitor

1.2 Implantar o InfluxDB

Para InfluxDB 1.x, crie o banco de dados:

influx -execute 'CREATE DATABASE "nokia-monitor"'
Para InfluxDB 2.x, crie um bucket:

influx bucket create -n nokia-monitor -o your-org

Crie um token de API com permissoes de gravacao (InfluxDB 2.x):



influx auth create --org your-org --write-buckets

Salve o token para uso na configuracao.
1.3 Verificar Rotas de Rede

Assegure a conectividade de rede para todas as estacdes base:

# Testar conectividade para cada estacao base
ping 10.7.15.66

# Verificar se a porta de gerenciamento esta acessivel
telnet 10.7.15.66 8080

Verifique se o0 MySQL e o InfluxDB sao acessiveis:

# Testar conectividade do MySQL
telnet <mysql-host> 3306

# Testar conectividade do InfluxDB
curl http://<influxdb-host>:8086/ping

Passo 2: Configurar o RAN Monitor
Toda a configuracao é gerenciada no arquivo config/runtime.exs.
2.1 Configuracao do Banco de Dados

Edite config/runtime.exs e configure a conexao MySQL:



config :ran _monitor, RanMonitor.Repo,
username: "ran monitor user",
password: "secure password",
hostname: "mysql-host",
database: "ran monitor",
stacktrace: true,
show sensitive data on connection_error: true,
pool size: 10

2.2 Configuracao do InfluxDB

Configure a conexao do InfluxDB:

config :ran_monitor, RanMonitor.InfluxDbConnection,
auth: [
username: "monitor",
password: "influx password" # Ou token de API para InfluxDB
2.X
1,
database: "nokia-monitor",
host: "influxdb-host"

2.3 Configuracao dos Endpoints Web

Configure os endpoints web:



# Endpoint SOAP/API principal para estacdes base
config :ran monitor, RanMonitor.Web.Endpoint,
http: [ip: {6, 0, 0, 0}, port: 8080],
check origin: false,
secret key base: "generate with mix phx gen secret",
server: true

# Painel de Controle Web UI (HTTPS)
config :control panel, ControlPanelWeb.Endpoint,
url: [host: "0.0.0.0", port: 9443, scheme: "https"],

https: [
ip: {06, 0, 0, 0},
port: 9443,

keyfile: "priv/cert/omnitouch.pem”,
certfile: "priv/cert/omnitouch.crt"

# Endpoint de webhook para notificacdes da estacao base
config :ran monitor, RanMonitor.Web.Nokia.Airscale.Endpoint,
url: [host: "0.0.0.0"],
http: [ip: {0, 0, O, 0}, port: 9076],
server: true

2.4 Configuracao da Nokia

Configure seus identificadores de rede e estacdes base:



config :ran_monitor,
general: %{
mcc: "001", # Seu Cédigo de Pais Mdével
mnc: "001" # Seu Cédigo de Rede Mdvel
},
nokia: %{
ne3s: %{
webhook url: "http://<ran-monitor-ip>:9076/webhook",
private key: Path.join(Application.app dir(:ran _monitor,
"priv"), "external/nokia/ne.key.pem"),
public key: Path.join(Application.app dir(:ran monitor,
"priv"), "external/nokia/ne.cert.der"),
reregister interval: 30

},
airscales: [
%{
address: "10.7.15.66",
name: "Site-A-BS1",
port: "8080",
web username: "admin",
web password: "password"
}

2.5 Gerar Certificados SSL (se necessario)

Para a Web Ul HTTPS, gere certificados SSL:

# Certificado autoassinado para laboratdrio/teste
openssl req -newkey rsa:2048 -nodes -keyout

priv/cert/omnitouch.pem \
-x509 -days 365 -out priv/cert/omnitouch.crt

Para producao, use certificados assinados por CA.

Para opcoes de configuracao detalhadas, consulte o



Passo 3: Iniciar o Sistema
Uma vez configurado, inicie o RAN Monitor.
3.1 Executar Migracoes do Banco de Dados

Inicialize o esquema do banco de dados:

mix ecto.migrate

Isso cria todas as tabelas necessarias para o gerenciamento do estado da
sessao.

3.2 Iniciar o RAN Monitor

Inicie o aplicativo:

mix phx.server

Ou para implantacao em producao:

MIX ENV=prod mix release
_build/prod/rel/ran monitor/bin/ran monitor start

3.3 Monitorar os Logs de Inicializacao

Observe os logs para um inicio bem-sucedido:

[info] Running RanMonitor.Web.Endpoint with cowboy

[info] Running ControlPanelWeb.Endpoint with cowboy

[info] Running RanMonitor.Web.Nokia.Airscale.Endpoint with cowboy
[info] Starting RAN Monitor Manager

[info] Connecting to InfluxDB...

[info] InfluxDB connection established

[info] Attempting registration with device: Site-A-BSl1

[info] Successfully registered with Site-A-BS1



Procure por:

Endpoints web iniciados

Conexodes de banco de dados estabelecidas

Conectividade do InfluxDB confirmada

Tentativas de registro da estacao base

Verificacao

Passo 4: Verificar a Operacao
Verifigue se o sistema esta funcionando corretamente.
4.1 Acessar o Painel da Web Ul

Abra seu navegador e navegue até:
https://<ran-monitor-ip>:9443

Vocé deve ver o painel de controle do RAN Monitor.
4.2 Verificar o Status da Estacao Base
Na Web Ul:

1. Navegue até a pagina Estacoes Base

2. Verifigue se sua estacao base aparece na lista

3. O status deve mostrar como "Associado" (verde)
4. O estado de registro deve ser "Registrado"

5. As informacdes da sessao devem mostrar uma sessao ativa com tempo de
expiracao

Se o status estiver vermelho/falhado, verifique:

e Conectividade de rede com a estacao base



e As credenciais estao corretas
* Ainterface de gerenciamento da estacao base esta acessivel

e Logs do aplicativo para mensagens de erro
4.3 Confirmar que as Métricas estao Fluindo para o InfluxDB
Na Web Ul:

1. Navegue até a pagina Status do InfluxDB
2. O status da conexao deve ser verde
3. As contagens de medicdes devem estar aumentando

4. Verifigue as contagens de "Métricas de Desempenho", "Configuracao" e
"Alarmes"

Alternativamente, consulte o InfluxDB diretamente:
# InfluxDB 1.x

influx -database 'nokia-monitor' -execute 'SELECT COUNT(*) FROM
PerformanceMetrics'

# InfluxDB 2.x

influx query 'from(bucket:"nokia-monitor")
|> range(start: -1h)
|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> count ()"

4.4 Revisar os Logs de Inicializacao
Verifique os logs do aplicativo para quaisquer erros:
Na Web Ul:

1. Navegue até a pagina Logs do Aplicativo
2. Filtre por nivel "Erro"

3. Verifique se nao ha erros criticos

Ou verifique a saida do console se estiver executando via mix phx.server.

4.5 Verificar Detalhes do Dispositivo



Na Web Ul:

1. Clique na sua estacao base na pagina de Estacdes Base

2. Verifique:
o Os detalhes de registro estao preenchidos

o A sessao tem um tempo de expiracao valido
o Métricas recentes mostram dados

o O estado de configuracao mostra parametros

Proximos Passos

Agora que o RAN Monitor esta em funcionamento, aqui estao os préximos
passos recomendados:

Acoes Imediatas
1. Adicionar Mais Estacoes Base

o Adicione dispositivos adicionais ao config/runtime.exs
o Reinicie o aplicativo para aplicar as alteracdes

o Consulte o

2. Configurar Painéis do Grafana

o Instale o Grafana se ainda nao estiver implantado
o Configure a fonte de dados do InfluxDB
o Importe ou crie painéis

o Consulte o

3. Configurar Retencao de Dados

o Defina periodos de retencao apropriados
o Configure a retencao por dispositivo, se necessario

o Consulte o

4. Configurar Alarmes e Alertas



Revise alarmes ativos na Web Ul

[e]

o

Configure regras de alerta no Grafana

(o]

Configure canais de notificacao

Consulte o

[e]

Prontidao Operacional

Revisao da Documentacao:

e Leiao para operacoes diarias
e Revise o para tarefas rotineiras
e Estude o para resolucao de problemas

Treinamento da Equipe:

* Faca uma apresentacao da Web Ul com a equipe de operacodes

» Pratique fluxos de trabalho comuns (verificacao de saude diaria,
investigacao de alarmes)

» Revise procedimentos de escalonamento para alarmes criticos
Configuracao de Monitoramento:

e Crie painéis operacionais no Grafana
e Configure regras de alerta para métricas criticas

» Configure canais de notificacao (Slack, e-mail, PagerDuty)
Fortalecimento da Seguranca:

e Substitua certificados autoassinados por certificados assinados por CA
e Mova credenciais para variaveis de ambiente
e Restrinja permissdes de arquivo em config/runtime.exs

e Configure regras de firewall

Implantacao em Producao

Antes da Producao:



Teste primeiro no ambiente de staging

Verifique se todas as estacdes base se conectam com sucesso

Confirme se as métricas estao precisas

Teste notificacdes de alarmes

Documente qualquer configuracao personalizada

Lancamento em Producao:

Implemente durante a janela de manutencao

Monitore de perto nas primeiras 24 horas

Tenha um plano de reversao pronto

Mantenha contatos de suporte disponiveis

Operacoes Continuas:

Verificacdes diarias de saude via Web Ul

Revisdo semanal das tendéncias de alarmes

Planejamento de capacidade mensal com Grafana

Backups regulares da configuracao

Obtendo Ajuda

Recursos de Solucao de Problemas

. - Problemas comuns e solucoes
. - Referéncia do painel de controle

» Pagina de Logs do Aplicativo - Logs do sistema em tempo real

Documentacao
. - Referéncia operacional completa
. - Detalhes de
configuracao

. - Configuracao da estacao base



Problemas Comuns de Primeira Vez

Estacao Base Nao Registrando:

Verifigue a conectividade de rede (ping)

Verifique se as credenciais estao corretas

Confirme se a porta 8080 esta acessivel

Revise os logs do aplicativo para erros

Falha na Conexao com o InfluxDB:

Verifique se o InfluxDB estd em execucgao

Verifique a configuracao de host e porta

Confirme se o token de APl tem permissdes de gravacao

Teste a conectividade: curl http://<influxdb-host>:8086/ping

Web Ul Nao Acessivel:

Verifique se a porta HTTPS 9443 esta aberta

Verifique se os certificados SSL estao presentes

Confirme se o endpoint web foi iniciado nos logs

Tente acessar a partir da maquina local primeiro

Documentacao Relacionada

. - Visao geral operacional completa

. - Guia do usuario do painel de controle

. - Tarefas do dia a dia

. - Referéncia de
configuracao

. - Configuracao da estacao base

. - Andlise e painéis

. - Tratamento de alarmes

o - Gerenciamento de dados



- Resolucao de problemas



Guia de Integracao e
Analise do Grafana

Construindo Painéis Operacionais e Alertas para Monitoramento de
RAN

Guia completo para criacao de dashboards no Grafana, estratégias de alerta e
visualizacdo de KPIs
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Visao Geral

Grafana é uma plataforma de visualizacdo e alerta que transforma as métricas

coletadas pelo RAN Monitor em insights acionaveis para equipes de operacoes
de rede.



Arquitetura de Monitoramento
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Beneficios do Grafana

e Visibilidade em Tempo Real - Dashboards ao vivo mostrando o estado
atual da rede

e Analise Historica - Analise de tendéncias ao longo de
dias/semanas/meses

e Alertas - Notificacdes proativas antes que problemas impactem os
usuarios

e Visoes Personalizadas - Dashboards adaptados a diferentes funcdes
(executivo, operacoes, engenharia)

* Relatorios - Exportacdes instantaneas e relatérios programados



Personalizacao do Dashboard

Importante: Os dashboards e visualizacdes descritos neste guia sao
exemplos e modelos. A equipe de Operacoes/NOC (ONS) projetara e
construira dashboards do Grafana de acordo com seus requisitos operacionais
especificos, KPIs e fluxos de trabalho de monitoramento.

Este guia fornece:

Exemplos de consultas e padrbes para se basear

Melhores praticas para organizacao de dashboards

Modelos de configuracao de alertas

Mapeamentos de referéncia de contadores (veja

)

A equipe ONS deve personalizar:

Layouts de painel e visualizacbes

Limiares de alerta e politicas de escalonamento

Politicas de retencao para seu volume de dados (veja
)

Janelas de agregacao com base nas necessidades de monitoramento

Canais de notificacao e roteamento

Para opcdOes de configuracao em tempo de execucao e configuracdes de coleta
de dados, consulte o

Configuracao do Grafana &
InfluxDB

Instalacao
Pré-requisitos:

e InfluxDB 2.0+ com bucket criado para o RAN Monitor



e Token da API do InfluxDB com permissoes de leitura

e Conectividade de rede entre Grafana e InfluxDB

Exemplo de Docker Compose:

version: '3.8"'
services:
influxdb:
image: influxdb:2.7
environment:
INFLUXDB DB: ran_metrics
INFLUXDB ADMIN USER: admin
INFLUXDB ADMIN PASSWORD: change me
ports:
- "8086:8086"
volumes:
- influxdb data:/var/lib/influxdb2

grafana:
image: grafana/grafana:latest
environment:
GF_SECURITY ADMIN PASSWORD: change me
ports:
- "3000:3000"
depends _on:
- influxdb
volumes:
- grafana data:/var/lib/grafana
- ./provisioning:/etc/grafana/provisioning

volumes:
influxdb data:
grafana data:

Criando um Token da API do InfluxDB

1. Abra a interface do InfluxDB (porta 8086)
2. Navegue até Tokens da API

3. Crie um novo token com permissodes:
o Leitura: buckets, ran metrics (seu bucket)



4. Copie o valor do token

5. Use na configuracao da fonte de dados do Grafana

Configuracao da Fonte de Dados
Adicionando o InfluxDB como Fonte de Dados
no Grafana

1. Acessar Fontes de Dados

o Grafana - Configuracao - Fontes de Dados

2. Criar Nova Fonte de Dados

o Cligue em "Adicionar fonte de dados"

o Selecione "InfluxDB"

3. Configurar Conexao



Configuracao

Nome

URL

Acesso

Organizacao

Token

Bucket Padrao

Intervalo de
tempo minimo

4. Testar Conexao

Valor

RAN Monitor

http://influxdb:8086

Servidor (padrao)

omnitouch

(token da API)

ran_metrics

10s

o Clique no botao "Testar"

Notas

Nome exibido no
Grafana

Deve ser acessivel a
partir do Grafana

O backend do Grafana
acessa o DB

Sua organizacao no
InfluxDB

Da criacao do token
da API

Onde o RAN Monitor
escreve

Corresponde ao
intervalo de polling

o Deve mostrar "Fonte de Dados esta funcionando"

Nota: As configuracdes de conexao do InfluxDB (URL, organizacao, nome do
bucket) devem corresponder a sua configuracao do RAN Monitor. Consulte o

configuracao do InfluxDB e a

base.

para detalhes sobre a

Linguagem de Consulta Flux

para registro da estacao

O Grafana usa Flux para consultar o InfluxDB. Sintaxe basica:



from(bucket:"ran metrics")
|> range(start: -7d, stop: now())
|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> filter(fn: (r) => r.device == "SITE A BS1")
|> group(by: [" field"])
|> aggregateWindow(every: 1h, fn: mean)

Conceitos Chave:

e from() - Seleciona o bucket

* range() -Janela de tempo

e filter() - Seleciona dados

e group() - Organiza resultados

* aggregateWindow() - Resume periodos de tempo



Padroes de Design de Dashboard

Hierarquia do Dashboard

Resumo Executivo

(CEO/Diretor)

Links

Dashboard de
Operacoes
(Equipe NOC)

Dashboard de Alertas
em Chamada
(Resposta a Incidentes)

Analise Técnica Profunda
(Engenheiros de Rede)




Tipos de Paineéis & Casos de Uso

Resumo Executivo

(CEOQ/Diretor)

Links

Dashboard de
Operacbes
(Equipe NOC)

Links Links

Dashboard de Alertas
em Chamada
(Resposta a Incidentes)

Analise Técnica Profunda

(Engenheiros de Rede)

Secoes Padrao do Dashboard

Secao Superior: Métricas Chave (Indicadores de Status)

Mostre o estado atual de forma rapida:

| Instanténeo da Salde da Rede |

| Dispositivos Ativos | Alarmes Ativos | Média de Disponibilidade
da Célula |

| 48/50 (96%) | 3 Criticos | 98.5% |
|

| Incidente Mais Recente: [2 horas atrds] Resolvido |
| |

Propésito:



e Verificacao rapida de status (< 10 segundos para avaliar)
e Indicadores verdes/vermelhos para problemas imediatos

e Links para dashboards detalhados para investigacao

Secao do Meio: Tendéncias (Graficos de Séries Temporais)

Mostre padrdes e mudancas ao longo do tempo:

| |
| Padrées de Trafego (7 dias) |

| [Grande gréafico de 4rea com padrdes didrios/semanal] |
| Pico: 250 Gbps (Quarta-feira 14h) |

| vale: 80 Gbps (Domingo 3h) |

' 000

Propésito:

Identificar restricdes de capacidade

Compreender padrdes de trafego

Prever horarios de pico

Detectar anomalias

Secao Inferior: Detalhes & Alertas (Tabelas)

Mostre informacdes granulares:

Alarmes Ativos (Classificados por Severidade) |

|

|

| |

| Nivel | Dispositivo | Problema | Duracéo |

| | | | |

| | | | |

| O | SITE A BS1 | Célula Fora | 45 minutos |

| O | SITE B BS2 | Alta Temperatura | 2 horas |

| |
Propdsito:

e |tens de acao imediata



e Detalhes de investigacao

* Informacodes de tendéncia (duracao, frequéncia)

Exemplos de Consultas

Nota: Os seguintes exemplos de consultas usam contadores de desempenho
especificos da Nokia. Para definicoes detalhadas de contadores, unidades e
diretrizes de uso, consulte a . Para
configurar intervalos de coleta de dados e configuracdes do InfluxDB, veja o

Consultas de Métricas de Desempenho

Disponibilidade da Célula por Dispositivo (Ultimas 24 Horas)

from(bucket:"ran metrics")
|> range(start: -24h)
|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> filter(fn: (r) => r. field == "CellAvailability")
|> group(by: ["device"])
|> aggregateWindow(every: 1h, fn: mean)
|> yield(name: "cell availability")

Uso:

» Dashboard executivo para relatérios de SLA
e Grafico de séries temporais mostrando médias horarias
e Meta: > 99.5% de disponibilidade

Tendéncia de Throughput de Trafego (7 Dias)



from(bucket:"ran metrics")
|> range(start: -7d)

|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> filter(fn: (r) => r. field =~ /Throughput.*/)
|> group(by: ["device", " field"])

|> aggregateWindow(every: 10m, fn: mean)
|> yield(name: "traffic trend")

Uso:

e Dashboard de planejamento de capacidade
» Grafico de area mostrando pico vs. vale

 |dentificar horarios de pico para agendamento

Utilizacao de Recursos DL por Célula

from(bucket:"ran metrics")
|> range(start: -1h)

|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> filter(fn: (r) => r. field == "DLResourceUtilization")
|> filter(fn: (r) => r.device == "SITE A BS1")

|> aggregateWindow(every: 10s, fn: last)
|> yield(name: "dl resource")

Uso:

e Dashboard de operacdes em tempo real
* Painel de medidor com aviso em 80%, critico em 95%

» |dentificacao rapida de células congestionadas

Consultas de Alarmes

Alarmes Ativos por Severidade (Ultimas 24 Horas)



from(bucket:"ran metrics")
|> range(start: -24h)

|> filter(fn: (r) => r. measurement == "Alarms")
|> filter(fn: (r) => r.status == "active")

|> group(by: ["severity"])

|> count()

|> yield(name: "alarm count")

Uso:

e Indicador de status mostrando contagens de alarmes
» Grafico de pizza de distribuicao

e Clique para ver lista detalhada de alarmes

Taxa de Alarmes (Alarmes por Hora)

from(bucket:"ran metrics")
|> range(start: -7d)
|> filter(fn: (r) => r. measurement == "Alarms")
|> group(by: ["severity"])
|> aggregateWindow(every: 1h, fn: count)
|> yield(name: "alarm rate")

Uso:

e Griéfico de tendéncia mostrando quando ocorrem tempestades de alarmes
e |dentificar momentos de alta instabilidade

e Correlacionar com mudancas de configuracao

Alarmes Frequentemente Acionados



from(bucket:"ran metrics")
|> range(start: -7d)

|> filter(fn: (r) => r. measurement == "Alarms")
|> group(by: ["alarm description"])
|> count()

|> sort(columns: [" value"], desc: true)
|> limit(n: 10)
|> yield(name: "top alarms")

Uso:

 |dentificar problemas sistémicos
e Priorizar esforcos de engenharia

e Foco na anédlise de causa raiz

Analises Avancadas

Previsao de Disponibilidade da Célula (Regressao Linear)

from(bucket:"ran metrics")
|> range(start: -30d)

|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> filter(fn: (r) => r. field == "CellAvailability")
|> filter(fn: (r) => r.device == "SITE A BS1")

|> aggregateWindow(every: 1h, fn: mean)
|> statefulWindow(every: 1h, period: 24h)
|> map(fn: (r) => ({r with value: float(v: r. value)}))
|> reduce(fn: (r, acc) => ({
x: acc.x + [float(v: r. time)],
y: acc.y + [r. value]
}),
initial: {x: [1, y: [1})
|> yield(name: "availability forecast")

Uso:

e Prever quando o SLA pode ser violado

e Agendamento proativo de manutencao



e Previsao de capacidade

Correlacao de Sucesso de Handover com Trafego

from(bucket:"ran metrics")

range(start: -7d)

filter(fn: (r) => r. measurement == "PerformanceMetrics")
filter(fn: (r) => r. field =~ /HandoverSuccess|Traffic/)
group(by: ["device", " field"])

aggregateWindow(every: 1h, fn: mean)

pivot(rowKey: [" time"], columnKey: [" field"], valueColumn:

" value")

| >

map(fn: (r) => ({r with correlation: float(v:

r.HandoverSuccess) * float(v: r.Traffic)}))
|> yield(name: "ho traffic correlation")

Uso:

 ldentificar se problemas de handover estdo relacionados a carga

e Ajustar limiares de histerese de handover

e Insights de otimizacao de rede



Regras de Alerta & Escalonamento

Estrutura de Estratégia de Alerta

Sever/ Severidade \’idade

Nivel 1: Critico
(Imediato)

Acao Acao Acao

Criando Regras de Alerta no Grafana

Passo 1: Criar Regra de Alerta

1. Abra o Dashboard
2. Cligue no painel para alertar
3. Painel = Criar alerta

4. Ou Alerta —» Regras de Alerta - Criar nova regra de alerta

Passo 2: Configurar Critérios de Avaliacao

Exemplo 1: Alerta de Disponibilidade da Célula
Condicao: CellAvailability < 95%
Duracao: 15 minutos

Frequéncia de Avaliacao: A cada 1 minuto
Por: Os Gltimos 15 minutos

Justificativa:



e Acionar em 95% para avisar antes da violacao do SLA (99.5%)
e Janela de 15 minutos para evitar falsos positivos de transientes

e Monitorar a cada minuto para resposta rapida

Exemplo 2: Deteccao de Tempestade de Alarmes

Condigao: count(active alarms) > 10
Duracao: 5 minutos

Frequéncia de Avaliacao: A cada 2 minutos
Por: Os Gltimos 5 minutos

Justificativa:

e 10+ alarmes indicam problema sistémico
» Deteccao rapida de 5 minutos para resposta agil

e Verificar frequentemente para capturar escalonamento

Exemplo 3: Exaustao de Recursos DL

Condicao: DLResourceUtilization > 90%
Duracao: 30 minutos

Frequéncia de Avaliacao: A cada 5 minutos
Por: Os dltimos 30 minutos

Justificativa:

e Uso sustentado de recursos altos indica congestionamento
* Janela de 30 minutos evita alertas falsos de picos de trafego

e Monitorar a cada 5 minutos para capturar congestionamento sustentado

Passo 3: Configurar Canal de Notificacao

1. Cligue em "Canal de Notificacao"
2. Selecione ou crie um canal (Slack, Email, PagerDuty, etc.)

3. Configure o modelo de mensagem

Exemplo de Modelo de Mensagem:



Alerta: {{ .AlertRuleName }}
Severidade: {{ .Severity }}
Dispositivo: {{ .Labels.device }}
Valor: {{ .EvalMatches[0].Value }}
Duracao: {{ .StartsAt }}

{{ .RuleUrl }}

Politicas de Escalonamento
Alertas de Nivel 1 (Criticos):

¢ Condicao: Impacto no servico (dispositivo fora, violacao de SLA iminente)

e Duracao: Imediato (1-5 minutos)

Notificacao: Ligacao + SMS + Slack + PagerDuty

Responsavel: Engenheiro em chamada

SLA: Resposta em < 15 minutos
Alertas de Nivel 2 (Maiores):

e Condicao: Desempenho degradado (qualidade, disponibilidade em
tendéncia de queda)

e Duracao: 15-30 minutos
* Notificacao: Slack + Email + PagerDuty
» Responsavel: Equipe NOC + engenheiro sénior

e SLA: Resposta em < 30 minutos
Alertas de Nivel 3 (Menores):

» Condicao: Informativo (tendéncias, limites se aproximando)
e Duracao: 1+ horas

e Notificacao: Slack + Dashboard

* Responsavel: Planejamento de capacidade / engenharia

e SLA: Revisao diaria



Canais de Notificacao

Integracao com Slack

. Crie um aplicativo Slack no workspace

. Obtenha a URL do webhook

No Grafana Alerta - Canais de Notificacao
. Adicione o canal "Slack"

Cole a URL do webhook

Teste a notificacao

SO Ul s WN

Formatacao da Mensagem do Slack:

[ CRITICO: Célula Fora - SITE A BS1 Celll
Duracao: 45 minutos

Impacto: ~2000 assinantes

Ultimo dado bem-sucedido: 14h15

[Investigar] [Reconhecer] [Dashboard]

Integracao com PagerDuty

. Crie uma chave de integracao no PagerDuty
. No Grafana Alerta - Canais de Notificacao
. Adicione o canal "PagerDuty"
. Cole a chave de integracao
. Mapeie os niveis de severidade:

- Critico - Acionar incidente

- Maior - Acionar com menor urgéncia

- Menor - Adicionar a incidente existente

Uu B W N -

Integracao por Email

Configure SMTP na configuracao do Grafana

No Alerta - Canais de Notificacao

. Adicione o canal "Email"

Insira os enderecos dos destinatarios

Pode incluir CSV de destinatarios para listas de distribuicao

U B W N -



Dashboards Operacionais

Dashboard 1: Dashboard de Saude Executiva

Publico: Gestao, executivos
Taxa de Atualizacao: 5 minutos
Proposito: Visao geral de salude em alto nivel

Painéis:

1. Resumo de Status (4 Painéis de Estatisticas)

o

Dispositivos Ativos / Total

Alarmes Ativos (codificados por cor conforme severidade)
Média de Disponibilidade da Célula (%)

Trafego Pico Atual (Gbps)

(o]

[e]

o

2. Saude da Rede (Série Temporal)

o Tendéncia de Disponibilidade da Célula (7 dias)
o Tendéncia da Taxa de Alarmes (7 dias)

o Previsao de Trafego vs. Real

3. Incidentes Recentes (Tabela)

o Hora, Duracao, Causa Raiz, Status

o Ultimos 7 dias, classificados por severidade

4. Grade de Status do Dispositivo (Mapa de Calor)

o Linhas: Dispositivos, Colunas: Métricas de Saude

o Verde (OK) - Amarelo (Degradado) —» Vermelho (Fora)

Exemplo de Dashboard:



Exemplo mostrando viso geral da estacdo base com Ultimo Reportado, UEs
Conectados, Dados Transferidos, Utilizacdo de PRB e métricas de Throughput.

Dashboard 2: Dashboard de Operacoes do NOC

Publico: Equipe do centro de operacdes de rede
Taxa de Atualizacao: 10 segundos
Propdsito: Controle operacional em tempo real

Painéis:
1. Problemas Ativos (Tabela)

o Hora, Severidade, Dispositivo, Problema, Duracao

o Classificar por severidade, clique para aprofundar

2. Utilizacao de Recursos (Medidores)

o % de Recursos DL (por site)
o % de Recursos UL (por site)

o % de CPU em dispositivos

3. Visao Geral do Trafego (Grafico de Area)

o Throughput DL/UL (Ultimas 24 horas)



o Atual vs. média de 24 horas

o Indicadores de hora de pico

4. Tendéncia de Alarmes (Grafico de Barras)

o Contagem por severidade (Ultima hora, rolando)

o Barra empilhada mostrando distribuicao

5. Status do Dispositivo (Visao Rapida)

o Nome do dispositivo, IP, Status (verde/vermelho)
o Timestamp da Ultima atualizacdo de métrica

o Links para dashboard especifico do dispositivo

6. Eventos Recentes (Série Temporal)

o Alarmes aparecendo/limpando
o Mudancas de configuracao

o Mudancas de status de sessao

Exemplo de Dashboard:

Exemplo mostrando visdo geral do Status 4G com mapa geografico, tabela de
alarmes com niveis de severidade e estatisticas de desempenho.



Dashboard 3: Analise Técnica Profunda

Publico: Engenheiros de rede
Taxa de Atualizacao: 1 minuto
Propdsito: Analise técnica detalhada

Painéis:
1. Anadlise de Padrao de Trafego (Multi-Série)

o DL/UL por site para comparacao
o Linha de base + sobreposicao atual

o Sazonalidade por hora do dia

2. Métricas de Qualidade da Célula (Multi-Série)

o Distribuicao de SINR (histograma)
o Distribuicao de RSRP (histograma)

o Tendéncias da taxa de sucesso de handover

3. Desempenho de Radio (Série Temporal)

o Taxa de retransmissao RLC (por site)
o Taxa de sucesso de configuracao RRC

o Taxa de queda de chamadas

4. Auditoria de Configuracao (Tabela)

o Dispositivo, Data de Configuracao, Parametros Alterados

o Destaques de modificacdes recentes

5. Analise de Correlacao (Dispersao)

o Recurso DL vs. Trafego
o Trafego vs. Sucesso de Handover

o Disponibilidade vs. Contagem de Alarmes



Dashboard 4: Dashboard de Alertas em
Chamada

Publico: Respondedores de incidentes (em chamada)
Taxa de Atualizacao: 5 segundos
Propdsito: Avaliacdo e resposta rapida a incidentes

Painéis:
1. Resumo de Alertas (Grande Estatistica)

o Contagem de alertas criticos ativos
o Cor de fundo: Verde (OK) / Vermelho (Problemas)

2. Problemas Criticos (Tabela, Texto Grande)

o Dispositivo, Problema, Duracao

o Rolagem automatica para os mais recentes primeiro

3. Métricas Relacionadas (Série Temporal)

o Trafego, Utilizacdo de Recursos
o Meétricas de qualidade para dispositivo afetado

o Auto-preenchimento com base no alerta

4. Mudancas Recentes (Tabela)

o Mudancas de configuracao nas ultimas 4 horas
o \ersdes de software

o Modificacdes de parametros

5. Problemas Semelhantes (Tabela)

o Mesmo tipo de problema nos ultimos 30 dias
o Tempo para resolucao

o Causas raizes identificadas

6. Caminho de Escalonamento (Painel de Texto)

o Contato de escalonamento de préximo nivel



o Informacdes sobre a janela de manutencao

o NUmero de ticket/incidente relacionado

Dashboard 5: Desempenho Detalhado do Nokia
AirScale

Publico: Engenheiros RF, analistas de desempenho
Taxa de Atualizacao: 30 segundos
Propdsito: Métricas e KPIs especificos da Nokia em profundidade

Este dashboard usa contadores de desempenho especificos da Nokia para

fornecer visibilidade abrangente sobre o desempenho da estacao base
AirScale. Consulte a para definicdes
detalhadas de contadores.

Painel 1: Visao Geral da Utilizacao de Recursos (Medidores)

Mostra a utilizacao atual de PRB (Bloco de Recursos Fisicos):



// Utilizacao de PRB Downlink
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8011C37")

|> filter(fn: (r) => r. field == "counterValue")

|> group()

|> mean()

|> map(fn: (r) => ({ r with value: r. value / 10.0})) //
Converter para porcentagem
|> rename(columns: { value: "Utilizacao de PRB DL"})

// Utilizacdo de PRB Uplink
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8011C24")

|> filter(fn: (r) => r. field == "counterValue")

|> group()

|> mean()

|> map(fn: (r) => ({ r with value: r. value / 10.0})) //
Converter para porcentagem
|> rename(columns: { value: "Utilizacao de PRB UL"})

Visualizacao: Painéis de medidor com limiares:

e Verde: 0-70%
e Amarelo: 70-85%
e Vermelho: 85-100%

Painel 2: Tendéncias de Throughput (Série Temporal)

Exibe throughput da camada PDCP para downlink e uplink:



// Throughput Downlink

from(bucket: "nokia-
|> range(start: v.
|> filter(fn: (r)
|> filter(fn: (r)
|> filter(fn: (r)
|> filter(fn: (r)
|> map(fn: (r) =>

Converter para Mbps

| >

// Throughput Uplink
from(bucket:

| >
| >
| >
| >
| >
| >

rename(columns:

range(start: v.
filter(fn: (r)
filter r)

(

(fn: (
filter(fn: (r)
filter(fn: (r)
map(fn: (r) =>

Converter para Mbps

| >

rename(columns:

Contadores Usados:

"nokia-

monitor")

timeRangeStart, stop: v.timeRangeStop)

=> r["recordType"] == "performanceMetric")
=> r["basebandName"] == "${Airscale}")

=> r["metricCounter"] == "M8012C26")

=> r. field == "counterValue")

({ r with value: r. value / 1000.0})) //

{ value: "Throughput DL em Mbps"})

monitor")

timeRangeStart, stop: v.timeRangeStop)

=> r["recordType"] == "performanceMetric")
=> r["basebandName"] == "${Airscale}")

=> r["metricCounter"] == "M8012C23")

=> r, field == "counterValue")

({ r with value: r. value / 1000.0})) //

{ value: "Throughput UL em Mbps"})

e M8012C26 - Throughput PDCP DL Médio (kbit/s)
e M8012C23 - Throughput PDCP UL Médio (kbit/s)

Painel 3: Contagem de UEs Ativas (Série Temporal)

Acompanha o niumero de usuarios conectados:

from(bucket: "nokia-
|> range(start: v.
|> filter(fn: (r)
|> filter(fn: (r)
|> filter(fn: (r)
|> filter(fn: (r)
|> rename(columns:

Contador Usado:

monitor")

timeRangeStart, stop: v.timeRangeStop)

=> r["recordType"] == "performanceMetric")
=> r["basebandName"] == "${Airscale}")

=> r["metricCounter"] == "M8018C1l")

=> r. field == "counterValue")

{ value: "UEs Conectados"})



e M8018C1 - UE Ativas por eNB maximo (contagem)

Painel 4: Disponibilidade da Célula (Série Temporal com Alerta de
Limite)

Calcula e exibe a porcentagem de disponibilidade da célula:

import "strings"

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8020C3" or
r{"metricCounter"] == "M8020C6" or
r{"metricCounter"] == "M8020C4")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))
|> group()
|> pivot(rowKey:[" time"], columnKey: ["metricCounter"],
valueColumn: " value")
|> map(fn: (r) => ({
_time: r. time,
"Taxa de Disponibilidade da Célula": 100.0 * r.M8020C3 /
(r.mM8020C6 - r.mM8020C4)

1)

Contadores Usados:

» M8020C3 - Amostras quando a célula esta disponivel
e M8020C6 - Denominador de disponibilidade da célula

« M8020C4 - Amostras quando a célula esta planejada como indisponivel
Alerta de Limite: Disponibilidade da Célula < 99%
Painel 5: Utilizacao de PRB por Célula (Série Temporal Multi-Série)

Mostra a utilizacao de recursos dividida por células individuais:



import "strings"

// Uplink PRB por célula
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8011C24")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:

"${CellKey}"))

|> group()
|> map(fn: (r) => ({ r with value: r. value / 10.0}))
|> rename(columns: {" value": "Utilizacao Média de PRB Uplink"})

// Downlink PRB por célula
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8011C37")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))

|> group()

|> map(fn: (r) => ({ r with value: r. value / 10.0 }))

|> rename(columns: {" value": "Utilizacao Média de PRB

Downlink"})

Painel 6: Throughput por Célula (Série Temporal Multi-Série)

Throughput PDCP dividido por célula:



import "strings"

// Throughput PDCP Downlink por célula
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8012C26")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))

|> group()

|> rename(columns: {" value": "Throughput PDCP Downlink"})

// Throughput PDCP Uplink por célula
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8012C23")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))

|> group()

|> rename(columns: {" value": "Throughput PDCP Uplink"})

Painel 7: RSSI (indice de Forca do Sinal Recebido) (Série Temporal
Multi-Série)

Exibe estatisticas de forca do sinal uplink:



import "strings"

// RSSI Minimo
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8005C0")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))

|> group()

|> rename(columns: {" value": "RSSI Minimo"})

// RSSI Médio
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8005C2")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))

|> group()

|> rename(columns: {" value": "RSSI Médio"})

// RSSI Maximo
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")

|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8005C1")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))

|> group()

|> rename(columns: {" value": "RSSI Maximo"})

Contadores Usados:

¢ M8005CO - RSSI para PUCCH Minimo (dBm)
e M8005C1 - RSSI para PUCCH Méximo (dBm)



e M8005C2 - RSSI para PUCCH Médio (dBm)
Painel 8: Laténcia (Série Temporal)

Medicao de atraso do SDU PDCP:

import "strings"

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M8001C2")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:

"${CellKey}"))
|> group()
|> rename(columns: {" value": "Laténcia"})

Contador Usado:
e M8001C2 - Atraso do SDU PDCP no DL DTCH Médio (ms)

Painel 9: Taxa de Sucesso de Configuracao RRC (Série Temporal com
Limite de Alerta)

Calcula a porcentagem de configuracdes de conexao bem-sucedidas:



import "strings"

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")
|> filter(fn: (r) => r["metricCounter"] == "M8013C5" or
r{"metricCounter"] == "M8013C1l7" or
r["metricCounter"] == "M8013C18" or
r{"metricCounter"] == "M8013C19" or
r{"metricCounter"] == "M8013C34" or
r{"metricCounter"] == "M8013C31" or
r("metricCounter"] == "M8013C21" or
r[{"metricCounter"] == "M8013C93" or
r{"metricCounter"] == "M8013C91")
|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:
"${CellKey}"))
|> group()
|> pivot(rowKey:[" time"], columnKey: ["metricCounter"],
valueColumn: " value")
|> map(fn: (r) => ({
_time: r. time,
"Taxa de Sucesso de Configuracao": 100.0 * r.M8013C5 /
(r.M8013C17 + r.mM8013C18 + r.M8013C19 + r.M8013C34 + r.M8013C31 +
r.mM8013C21 + r.M8013C93 + r.M8013C91)

1)

Contadores Usados:

e M8013C5 - Conclusodes de Estabelecimento de Conexao de Sinalizacao
e M8013C17-M8013C93 - Varios tipos de tentativas de conexao

Alerta de Limite: Taxa de Sucesso de Configuracao < 95%

Painel 10: VSWR (Relacao de Onda Estaciondria de Tensao) por Antena
(Série Temporal)

Monitoramento de salde de hardware para sistemas de antena:



import "strings"

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M40001C0")

|> filter(fn: (r) => r. field == "counterValue")

|> filter(fn: (r) => strings.containsStr(v: r["DN"], substr:

"${RadioKey}"))
|> map(fn: (r) => ({
r with
"DN": strings.split(v: r["DN"], t: "/")[5],
"VSWR": r. value / 10.0

}))
|> group()
|> pivot(rowKey: [" time"], columnKey: ["DN"], valueColumn:
"VSWR")

Contador Usado:

e M40001CO - VSWR por ramo de antena (0.1 de relacao)
Alerta de Limite: VSWR > 2.0
Painel 11: Consumo de Energia (Série Temporal)

Monitoramento do uso de energia da estacao base:

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["recordType"] == "performanceMetric")
|> filter(fn: (r) => r["basebandName"] == "${Airscale}")

|> filter(fn: (r) => r["metricCounter"] == "M40002C2")

|> filter(fn: (r) => r. field == "counterValue")

|> group()

|> map(fn: (r) => ({ r with value: r. value / 100000.0 }))
|> rename(columns: {" value": "Consumo de Energia"})

Contador Usado:



e M40002C2 - Consumo de Energia (fator de 100000)
Variaveis do Dashboard:
Este dashboard usa variaveis de modelo do Grafana para filtragem dinamica:

e ${Airscale} - Seletor de estacao base (dropdown)
* ${CellKey} - Seletor de célula para sites multi-célula (dropdown)
 ${RadioKey} - Seletor de unidade de radio para VSWR (dropdown)

Regras de Alerta para este Dashboard:

1. Alta Utilizacao de PRB - Aciona quando DL ou UL PRB > 85% por 5
minutos

2. Baixa Disponibilidade da Célula - Aciona quando a disponibilidade <
99% por 10 minutos

3. Baixa Taxa de Sucesso de Configuracao - Aciona quando a taxa de
sucesso de configuracao RRC < 95% por 5 minutos

4. Alto VSWR - Aciona quando VSWR > 2.0 para qualquer antena por 15
minutos

5. Consumo de Energia Anormal - Aciona quando o consumo desvia > 20%
da linha de base

Usando este Dashboard:

1. Andlise de Capacidade - Monitore a utilizacao de PRB para identificar
células se aproximando da capacidade

2. Solucao de Problemas de Desempenho - Use RSSI, laténcia e taxa de
sucesso de configuracao para diagnosticar problemas

3. Saude do Hardware - Acompanhe VSWR e consumo de energia para
manutencao proativa

4. Garantia de Qualidade - Monitore disponibilidade e throughput para
conformidade com SLA

Consulte a para definicbes completas de
contadores e diretrizes de uso.

Exemplo de Dashboard - Visao Detalhada:



Dashboard detalhado do monitor Nokia mostrando Conexées S1, estado
operacional, dados transferidos, UEs conectados, utilizacdo média de PRB,
métricas de monitoramento de desempenho e mapa de operacdo geografica.

Exemplo de Dashboard - Disponibilidade da Célula, Utilizacao de PRB e
Throughput:

Graficos de Disponibilidade da Célula por LNCEL, Utilizacao de PRB LTE por TTI
para uplink/downlink, e graficos de Throughput PDCP mostrando desempenho
em varias células.



Exemplo de Dashboard - RSSI, Energia, Laténcia e RRC:

Graficos de RSSI (Minimo/Médio/Maximo), Consumo de Energia Combinado,
medicoes de Laténcia, Taxa de Sucesso de Configuracdo RRC e graficos de
VSWR (RMOD) para varias células.

Exemplo de Dashboard - Painéis de Desempenho Adicionais:

Painéis de desempenho adicionais mostrando continuacao da Taxa de Sucesso
de Configuracdo RRC, medicoes de Laténcia, graficos de VSWR RMOD e UEs



Conectados ao longo do tempo.

Exemplo de Dashboard - Detalhe do VSWR com Tooltip:

Grafico detalhado de VSWR RMOD-2 mostrando medicées de antena (ANTL-1,
ANTL-2, ANTL-3, ANTL-4) com tooltip interativo exibindo timestamp e valores.

Solucao de Problemas

Nenhum Dado Aparecendo nos Painéis

Sintomas:

* O dashboard carrega, mas os painéis mostram "Sem dados"

e A fonte de dados parece conectada

Diagnostico:

. Verifique se a consulta do InfluxDB é valida

. Verifique se o nome da medicao existe no InfluxDB

. Verifique se o intervalo de tempo inclui pontos de dados

. Verifique se as condicdes de filtro correspondem as tags de
dados

A~ W N B



Solucao:

Teste a consulta diretamente na interface do InfluxDB

Ajuste o intervalo de tempo (tente as Ultimas 24 horas)

Verifigue se os nomes das tags correspondem a saida do RAN Monitor

Ative o inspetor de consultas para ver os resultados reais

Carregamento Lento do Dashboard
Sintomas:

e O dashboard leva > 5 segundos para carregar

e Os painéis aparecem um a um lentamente

Diagndstico:

1. Muitos painéis (> 8)
2. Consultas muito complexas/faixa de dados grande
3. Problemas de desempenho do InfluxDB
4. Laténcia de rede
Solucao:

Reduza o nUmero de painéis

Limite o intervalo de tempo (24h vs. 1 ano)

Pré-agregue dados no InfluxDB

Verifique CPU/memdria do InfluxDB

Aumente o tempo limite da consulta

Alertas Nao Disparando
Sintomas:

» A regra de alerta estd habilitada
e A condicao deveria ser atendida

¢ Nenhuma notificacao recebida



Diagndstico:

1. Verifique se a avaliacao do alerta esta acontecendo
2. Verifique se o canal de notificacao esta funcionando
3. Verifique a condicao da regra de alerta
4. Revise os logs do canal de notificacao

Solucao:

» Teste a regra de alerta manualmente (icone de lapis - Testar)

Verifique o status da regra de alerta em Alerta - Regras de Alerta

Verifique se o canal de notificacao tem a URL/chave correta

Verifigue os logs do Grafana em busca de erros

Re-teste o canal de notificacao com acionamento manual

Dados Incorretos nos Dashboards
Sintomas:

* Os valores nao correspondem aos nimeros esperados
e Os dados parecem deslocados no tempo

» As agregacdes parecem erradas

Diagnostico:
1. Verifique as configuracdes de fuso hordario
2. Verifique a funcao de agregacao
3. Verifique filtros de tags/rétulos
4. Revise a consulta em busca de erros matematicos

Solucao:

Defina o fuso horario do dashboard para corresponder ao do InfluxDB

Verifigue a funcao aggregateWindow (média/soma/ultima)

Teste filtros diretamente no InfluxDB

Simplifique a consulta para isolar o problema



Problemas de Retencao de Dados

Sintomas:

* Dados histéricos ausentes ou incompletos

e Consultas retornam menos dados do que o esperado
* O dashboard mostra lacunas na série temporal

Solucao:

» Verifique as configuracdes da politica de retencdo em

» Verifique se o periodo de retencao é suficiente para seu intervalo de
consulta
» Ajuste a retencao por eNodeB, se necessario

Problemas de Configuracao

Sintomas:

¢ Erros de conexao do InfluxDB
e Dados de eNodeB ausentes nas consultas

¢ Intervalos de coleta de dados incorretos

Solucao:

e Revise 0 para configuracoes

adequadas
e Verifique se a esta correta

e Verifique o status de registro do eNodeB

Documentacao Relacionada

. - Definicbes completas de

contadores de desempenho



- Gerenciamento do ciclo de vida e
armazenamento de dados

- Configura@®ao e
ajuste do sistema

- Configuracao e registro da estacao base



Guia de Operacoes
Comuns

Tarefas de Gerenciamento do Monitor RAN no Dia a Dia

Guia préatico para tarefas operacionais rotineiras e gerenciamento de
dispositivos
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Visao Geral

Este guia cobre tarefas operacionais rotineiras para gerenciar o Monitor RAN
nas operacdes diarias. Esses procedimentos sao projetados para equipes de
NOC, administradores de rede e pessoal de operacoes.

Pré-requisitos

e O Monitor RAN estd instalado e em execucao



* Vocé tem acesso aos arquivos de configuracao
» Vocé pode reiniciar o aplicativo Monitor RAN

* Vocé entende a topologia da sua rede

Para configuracao inicial, veja o

Adicionando uma Nova Estacao
Base

Ao implantar novas estacdes base Nokia AirScale, siga estas etapas para
adiciona-las ao monitoramento.

Etapa 1: Verificar Conectividade de Rede

Antes de adicionar o dispositivo a configuracao, verifique a conectividade de
rede:

# Testar conectividade basica
ping <base-station-ip>

# Verificar se a porta de gerenciamento esta acessivel
telnet <base-station-ip> 8080

Resultado Esperado: Respostas de ping bem-sucedidas e conexao telnet
Se Falhar:

e Verifique as rotas de rede
e Verifique se as regras do firewall permitem conectividade

* Confirme se a estacao base esta ligada e operacional

Etapa 2: Coletar Informacoes do Dispositivo

Colete as seguintes informacodes:



Informacao Exemplo Onde Encontrar

Documentacao da rede ou etiqueta do
Endereco IP 10.7.15.67 ¢ .

dispositivo
Normalmente 8080 para Nokia
Porta 8080 .
AirScale
Nome do Site-B-Tower- Use a convencao de nomenclatura do
Dispositivo 1 site
Nome de Usuario admin Da provisao da estacao base
Senha passwordl23 Da provisao da estacao base

Melhores Praticas de Nomenclatura de Dispositivos:

e Use nomes descritivos e consistentes

e Inclua identificador do site

* Inclua tipo de equipamento se houver multiplos no mesmo site
e Exemplos: NYC-SiteA-BS1, LAX-Tower-Main, CHI-Indoor-DAS

Etapa 3: Verificar Dispositivos Nao
Configurados

Antes de adicionar manualmente, verifique se o dispositivo ja tentou se
conectar:

1. Abra a Interface Web: https://<ran-monitor-ip>:9443
2. Navegue até a pagina eNodeBs Nao Configurados
3. Procure o endereco IP ou ID do Agente do seu dispositivo

4. Anote o ID do Agente se encontrado

Isso ajuda a verificar se o dispositivo pode alcancar o Monitor RAN.



Etapa 4: Adicionar Dispositivo a Configuracao

Edite config/runtime.exs e adicione o novo dispositivo a lista airscales:

config :ran_monitor,

nokia: %{
ne3s: %{
# ... configuracao existente de ne3s ...
},

airscales: [

# Dispositivos existentes

%{
address: "10.7.15.66",
name: "Site-A-BS1",
port: "8080",
web username: "admin",
web password: "passwordl"

},
# Novo dispositivo
%{
address: "10.7.15.67", # Endereco IP da nova
estacao base
name: "Site-B-Tower-1", # Nome descritivo
port: "8080", # Porta de gerenciamento
web username: "admin", # Nome de usuario do
WebLM
web password: "passwordl23" # Senha do WebLM
}
]
¥

Importante: Certifique-se de que a sintaxe do Elixir estd correta - virgulas,
indentacao e estrutura do mapa devem estar corretas.

Etapa 5: Validar Configuracao

Antes de reiniciar, valide a sintaxe da configuracao:

elixir -c config/runtime.exs



Saida Esperada: Sem erros
Se Houver Erros:

» Verifique se ha virgulas faltando
e Verifigue se todas as chaves de abertura { e colchetes [ estao fechados
e Certifique-se de que as strings estao corretamente entre aspas

» Verifique se a indentagao é consistente

Etapa 6: Reiniciar o Monitor RAN

Reinicie o aplicativo para carregar a nova configuragao:

# Se estiver executando em desenvolvimento
# Pressione Ctrl+C duas vezes, entao:
mix phx.server

# Se estiver executando como um servico
systemctl restart ran monitor

# Se estiver executando via release
/path/to/ran_monitor/bin/ran_monitor restart

Etapa 7: Verificar Registro do Dispositivo
Apds a reinicializacao, verifique se o dispositivo agora esta sendo monitorado:

1. Verifique os Logs do Aplicativo:

[info] Tentando registro com o dispositivo: Site-B-Tower-1
[info] Registrado com sucesso com Site-B-Tower-1

2. Verifique a Interface Web:

o Navegue até a pagina Estacoes Base
o Encontre seu novo dispositivo na lista

o O status deve ser "Associado" (verde)



o O estado de registro deve ser "Registrado"

3. Verifique os Detalhes do Dispositivo:

o Clique no dispositivo
o Verifique se as informacdes da sessao mostram sessao ativa

o Confirme que o timestamp de "Ultimo Contato" é recente

4. Verifique o Status do InfluxDB:

o Navegue até a pagina Status do InfluxDB
o Verifique se a contagem total de registros esta aumentando

o As contagens de medicdes devem crescer a medida que os dados sao
coletados

Etapa 8: Configurar Retencao de Dados
(Opcional)

Se este dispositivo requer retencao diferente da padrao global:

1. Navegue até a pagina Retencao de Dados
2. Encontre seu novo dispositivo na lista
3. Atualize o campo "Periodo de Retencao" (em horas)

4. O sistema salva automaticamente

Para mais detalhes, veja o

Etapa 9: Adicionar aos Painéis do Grafana
Atualize os painéis do Grafana para incluir o novo dispositivo:

1. Edite as variaveis do template do painel
2. Adicione o nome do dispositivo aos seletores dropdown

3. Crie um painel especifico para o dispositivo, se necessario

Para mais detalhes, veja o



Removendo uma Estacao Base

Ao descomissionar uma estacao base, siga estas etapas para remové-la do
monitoramento.

Etapa 1: Decidir sobre o Tratamento de Dados
Antes de remover, decida o que fazer com os dados histéricos:
Opcao A: Preservar Dados

e Desabilitar monitoramento, mas manter dados histdricos

o Util para equipamentos descomissionados, mas potencialmente retornando
Opcao B: Remover Dados

e Excluir todos os dados histoéricos para o dispositivo
e Libera espaco de armazenamento no InfluxDB

* lrreversivel - os dados nao podem ser recuperados

Etapa 2: Desabilitar Dispositivo (Preservar
Dados)

Para parar o monitoramento, mas manter dados histoéricos:

Edite config/runtime.exs e localize o dispositivo na lista airscales. Comente
ou remova:



airscales: [
%q{
address: "10.7.15.66",
name: "Site-A-BS1",
port: "8080",
web username: "admin",
web password: "passwordl"”

}

# Dispositivo descomissionado - comentado para preservar dados
# %{

# address: "10.7.15.67",

# name: "Site-B-Tower-1",

# port: "8080",

# web username: "admin",

# web password: "passwordl23"

# }

Etapa 3: Remover Dados (Opcional)
Para excluir todos os dados histéricos para o dispositivo:

1. Navegue até a pagina Retencao de Dados na Interface Web
2. Encontre o dispositivo na lista
3. Cligue no botao Limpar Todos os Dados

4. Confirme a acao

Aviso: Isso é permanente e ndao pode ser desfeito.

Etapa 4: Reiniciar o Monitor RAN

Reinicie o aplicativo para aplicar as alteracdes de configuracao:

systemctl restart ran monitor
# ou
mix phx.server



Etapa 5: Verificar Remocao
Apos a reinicializacao:
1. Verifique a Pagina de Estacoes Base:

o O dispositivo nao deve mais aparecer na lista ativa

o Se os dados foram preservados, o dispositivo pode ainda aparecer em
consultas histéricas

2. Verifique os Logs do Aplicativo:

o Nenhuma tentativa de registro para o dispositivo removido

o Nenhum erro sobre dispositivo ausente

3. Verifique o InfluxDB:

o Se os dados foram excluidos, as contagens de registros devem estar
mais baixas

o O dispositivo nao deve aparecer em novas métricas

Etapa 6: Atualizar Painéis do Grafana
Remova o dispositivo das configuracdes do Grafana:

1. Edite as varidveis do template do painel
2. Remova o nome do dispositivo dos dropdowns

3. Exclua painéis especificos do dispositivo, se existirem

Atualizando Credenciais do
Dispositivo

Quando as senhas das estacdes base sao alteradas, atualize a configuracao do
Monitor RAN.



Etapa 1: Anotar o Status Atual

Antes de fazer alteracdes:

1. Verifigue se o dispositivo esta atualmente conectado (status verde)

2. Anote as informacdes da sessao atual
3. Tire uma captura de tela ou registre o estado atual para comparacao

Etapa 2: Atualizar Configuracao

Edite config/runtime.exs e atualize as credenciais:

airscales: [
%q{
address: "10.7.15.66",
name: "Site-A-BS1",
port: "8080",
web username: "admin",
web password: "new password here" # Senha atualizada

Etapa 3: Reiniciar o Monitor RAN

Aplique a alteracao de configuracao:

systemctl restart ran monitor

Etapa 4: Verificar Reconexao
Apés a reinicializagao:

1. Verifique os Logs do Aplicativo:

[info] Tentando registro com o dispositivo: Site-A-BSl1
[info] Registrado com sucesso com Site-A-BS1



2. Verifique a Interface Web:

o O status do dispositivo deve ser "Associado" (verde)
o Uma nova sessao deve ser estabelecida

o "Ultimo Contato" deve ser recente

Se o Dispositivo Nao Conectar:

Verifique se as novas credenciais estao corretas

Verifique se ha erros de digitacdao na senha

Confirme se as credenciais funcionam diretamente na estacao base

Revise os logs do aplicativo para erros de autenticacao

Ajustando Intervalos de Coleta

Altere a frequéncia com que o Monitor RAN coleta dados das estacdes base.

Entendendo os Intervalos de Coleta

O Monitor RAN coleta trés tipos de dados em diferentes intervalos:



Tipo de
Dados

Métricas de
Desempenho

Alarmes

Configuracao

Verificacoes
de Saude

Intervalo
Padrao

10
segundos

10
segundos

60
segundos

30
segundos

Configuravel

Sim

Sim

Sim

Sim

Quando Ajustar Intervalos

Acurtar Intervalos (Mais Frequente):

e Resolucao de problemas ativos

e |nfraestrutura critica de alto valor

Impacto de Intervalo
Mais Curto

Dados mais granulares,
maior uso de
rede/armazenamento

Deteccao de alarmes mais
rapida, mais consultas

Capturas de configuracao
mais frequentes, mais
armazenamento

Mais responsivo a
problemas de
conectividade

e Monitoramento de SLA com requisitos rigorosos

» Testes e andlises de capacidade

Alongar Intervalos (Menos Frequente):

Reduzir trafego de rede

Reduzir uso de armazenamento do InfluxDB
Ambientes de teste de baixa prioridade

Links com largura de banda restrita



Etapa 1: Modificar Configuracao

Os intervalos de coleta sao configurados no cddigo do aplicativo, nao em
runtime.exs. Para altera-los, vocé precisard modificar o cédigo-fonte e
recompilar.

Exemplos de locais (podem variar por versao):

* Métricas de desempenho: lib/ran_monitor/nokia/airscale/manager.ex
e Alarmes: lib/ran monitor/nokia/airscale/manager.ex

e Configuracao: lib/ran _monitor/nokia/airscale/manager.ex

Nota: Entre em contato com o suporte da Omnitouch para assisténcia com
alteracoes nos intervalos de coleta, pois isso requer modificacdes no cédigo-
fonte.

Etapa 2: Considerar Impacto
Antes de alterar os intervalos:
Impacto na Rede:

e Calcule: dispositivos x contadores X intervalo = consultas por segundo
e Intervalos mais curtos = mais trafego de rede

e Certifique-se de que a rede pode lidar com a carga aumentada
Impacto no Armazenamento:

» Calcule: pontos de dados por dia x periodo de retencao = armazenamento
total

e Exemplo: intervalo de 10s = 8.640 medicdes/dia por contador

e Certifique-se de que o InfluxDB tem espaco em disco suficiente
Desempenho do Sistema:

¢ Polling mais frequente = maior uso de CPU no Monitor RAN

* Monitore os recursos do sistema apds as alteracoes



Etapa 3: Monitorar Apds Alteracoes
Apos ajustar os intervalos:

1. Observe os Logs do Aplicativo para quaisquer erros

2. Monitore os Recursos do Sistema:
o Uso de CPU no servidor do Monitor RAN

o Utilizacao de largura de banda da rede
o |/O de disco do InfluxDB e crescimento de armazenamento

3. Verifique a Qualidade dos Dados:
o Verifique o InfluxDB para a frequéncia de medicdes esperada

o Verifique se ndo ha lacunas nos dados

4. Ajuste se Necessario:
o Reverta se o sistema estiver sobrecarregado

o Ajuste com base no desempenho observado

Gerenciando Configuracao do
Dispositivo

Como gerenciar com seguranca as configuracdes das estacdes base através do
Monitor RAN.

Fluxo de Trabalho de Configuracao

Para procedimentos detalhados de gerenciamento de configuracao, veja o

Referéncia Rapida:

1. Baixar a configuracao atual (backup)

2. Modificar a configuracao offline

3. Carregar nova configurac@€o - obter ID do Plano
4. Validar a configuracao usando o ID do Plano

5. Ativar se a validacao for bem-sucedida



6. Verificar se as alteracoes foram efetivadas

Melhores Praticas

Sempre Baixe Primeiro:

e Mantenha um backup da configuracao atual
* Permite reverter se necessario

e Documenta a configuracao antes da alteracao
Valide Antes de Ativar:

¢ Nunca ative sem validar
e A validacao captura erros de sintaxe

e Previne interrupcdes no servico
Agende Alteracoes Apropriadamente:

» Use janelas de manutencao sempre que possivel
e Evite horarios de pico

e Tenha um plano de reversao pronto

Documente Alteracoes:

Registre o que foi alterado e por qué

Anote o ID do Plano para rastreamento

Documente os resultados da verificacao

Atualize o sistema de gerenciamento de mudancas
Monitore Apods Alteracoes:

Observe alarmes

Verifique se as métricas se normalizam

Verifigue a estabilidade do dispositivo por 15-30 minutos

Esteja preparado para reverter se ocorrerem problemas



Monitorando a Saude do Sistema

Verificacdes rotineiras para garantir que o Monitor RAN esta operando
corretamente.

Verificacao Diaria de Saude
Realize essas verificagcdes no inicio de cada turno:

1. Acesse o Painel da Interface Web
https://<ran-monitor-ip>:9443

2. Revise o Status do Sistema

e Todos os dispositivos estao mostrando status verde (associado)?
e Algum dispositivo vermelho (falhou) requer investigacao?

* A contagem de alarmes é razodvel para a hora do dia?
3. Verifique o Resumo de Alarmes

e Algum alarme critico ativo?
e A taxa de alarmes estd aumentando ou diminuindo?

* Algum alarme repetido indicando problemas sistémicos?
4. Verifique a Coleta de Dados

* Navegue até a pagina de Status do InfluxDB
e As contagens de medicdes estao aumentando?

e O timestamp da ultima atualizacao é recente?
5. Revise os Logs Recentes

* Navegue até a pagina de Logs do Aplicativo
e Filtre por nivel "Erro"

e Algum erro recorrente?



Para procedimentos detalhados de verificacao de saude, veja o

Exemplo: Painel de Monitoramento do Grafana

Painel de monitoramento abrangente mostrando o status das conexées S1 por
LNMME, estado operacional, dados transferidos, UEs conectados, uso médio de
PRB, métricas de monitoramento de desempenho e mapa de cobertura
geografica. Este painel fornece visibilidade instantdnea sobre a saude da rede
e o status do dispositivo.

Revisao Semanal do Sistema
Verificacao mais detalhada realizada semanalmente:
1. Revise Tendéncias de Alarmes

e Use o Grafana para analisar a taxa de alarmes na semana passada
e |dentifique tempestades de alarmes ou padrdes

e Correlacione com manutencao ou alteracdes
2. Verifique o Crescimento do Armazenamento

e Tendéncia de uso de disco do InfluxDB



e Tamanho do banco de dados MySQL

e Tamanhos dos arquivos de log do aplicativo
3. Revise a Conectividade do Dispositivo

e Algum dispositivo com desconexdes frequentes?
e Problemas de tempo limite de sessao?

e Padrao de problemas de conectividade?
4. Utilizacao de Recursos do Sistema

¢ Uso de CPU no servidor do Monitor RAN
e Tendéncias de uso de memoria

e Consumo de largura de banda da rede
5. Alteracoes de Configuracao

» Revise todas as alteracdes de configuracao feitas
e Verifigue se as alteracdes foram documentadas

e Correlacione com quaisquer problemas

Tempo Necessario: 30-45 minutos

Gerenciamento de Dados

Gerenciando Retencao de Dados

Veja o para detalhes completos.
Referéncia Rapida:

Verificar Retencao Atual:

* Navegue até a pagina de Retencao de Dados

e Verifique a configuracao padrao global e por dispositivo



Ajustar Periodo de Retencao:

e Atualize as horas de retencao para um dispositivo especifico

¢ Ou modifiqgue o padrao global em config/config.exs
Limpar Dados Antigos:

e Limpeza manual: Clique no botao "Limpar Dados Antigos"

* Limpeza automatica é executada a cada hora
Planejamento de Armazenamento:

e Monitore o uso de disco do InfluxDB semanalmente
e Ajuste a retencao com base no armazenamento disponivel

e Equilibre o periodo de retencdao com a capacidade de armazenamento

Exportando Dados
Exportar Configuracoes do Dispositivo:

1. Navegue até a pagina de detalhes do dispositivo
2. Clique em "Baixar Configuracao"
3. Salve o arquivo XML em um local seguro

4. Rotule com o nome do dispositivo e a data

Exportar Métricas (via InfluxDB):

# Exportar dados para dispositivo especifico
influx -database 'nokia-monitor' -execute '
SELECT * FROM PerformanceMetrics

WHERE basebandName=''"'Site-A-BS1'"'

AND time > now() - 7d

-format csv > export.csv

Exportar via Grafana:

e Abra o painel

e Selecione o intervalo de tempo



e Cligue em "Compartilhar" - "Exportar" - "CSV"

Backup e Recuperacao

Backups Regulares
O que Fazer Backup:

1. Arquivos de Configuracao

# Backup da configuracao em tempo de execucao
cp config/runtime.exs backups/runtime.exs.$(date +%Y%msd)

# Backup de todo o diretdério de configuracao
tar -czf backups/config-$(date +%Y%m%d).tar.gz config/

2. Configuracoes do Dispositivo

» Baixar configuracdes de todos os dispositivos via Interface Web
* Armazenar em controle de versao ou local de backup

e Realizar semanalmente ou antes/depois de alteracdes

3. Banco de Dados MySQL

# Backup do banco de dados de estado da sessao
mysqldump -u ran _monitor user -p ran monitor >
backups/ran _monitor-$(date +%Y%m%d).sql

4. Dados do InfluxDB



# Backup do InfluxDB 1.x
influxd backup -portable -database nokia-monitor
/backups/influx-$(date +%Y%m%d)

# Backup do InfluxDB 2.Xx
influx backup /backups/influx-$(date +%Y%m%d)

5. Certificados SSL

cp priv/cert/* backups/certificates-$(date +%Y%m%d)/

Cronograma de Backup
Diario:

e Banco de dados MySQL (estado da sessao)

e Arquivos de configuracao se alterados
Semanal:

e Dados do InfluxDB (ou por politica de retencao)

e Configuracdes de dispositivos de todas as estacdes base

Antes de Alteracoes:

e Arquivos de configuracao
e Configuracdes de dispositivos

e Snapshot do banco de dados

Processo de Recuperacao

Recuperar de Erro de Configuracao:

1. Pare o Monitor RAN

systemctl stop ran monitor



2. Restaure o arquivo de configuracao

cp backups/runtime.exs.20251230 config/runtime.exs

3. Valide a configuracao

elixir -c config/runtime.exs

4. Reinicie o Monitor RAN

systemctl start ran_monitor

5. Verifigue se os dispositivos se reconectam

Recuperar de Perda de Banco de Dados:

1. Pare o Monitor RAN

systemctl stop ran monitor

2. Restaure o banco de dados MySQL

mysql -u ran monitor user -p ran _monitor < backups/ran monitor-
20251230.sql

3. Reinicie o Monitor RAN

systemctl start ran monitor

4. Os dispositivos se registrarao automaticamente
5. A coleta de novas métricas comeca

6. Dados histéricos permanecem no InfluxDB



Recuperar de Perda Completa do Sistema:

. Reinstale o Monitor RAN em um novo servidor
. Restaure arquivos de configuracao

. Restaure o banco de dados MySQL

. Restaure dados do InfluxDB

. Restaure certificados SSL

. Inicie o Monitor RAN

. Verifiqgue se todos os dispositivos se reconectam

0o N o U A WN B

. Verifique se os dados historicos estao acessiveis

Manutencao do Sistema

Tarefas de Manutencao Rotineiras
Mensal:
1. Revisar Logs

e Arquivar logs antigos do aplicativo
e \erificar erros ou avisos recorrentes

e Limpar arquivos de log para liberar espaco em disco
2. Atualizar Documentacao

e Documentar quaisquer alteracdes de configuracao
e Atualizar diagramas de rede se a topologia mudou

e Revisar e atualizar procedimentos operacionais
3. Atualizacoes de Seguranca

e Aplicar patches de seguranca do SO
e Atualizar software de banco de dados se necessario

* Rotacionar senhas conforme politica de seguranca



4. Revisao de Desempenho

e Analisar tendéncias de recursos do sistema
e |dentificar qualquer degradacao de desempenho

* Planejar atualizacbes de capacidade se necessario
Trimestral:
1. Teste de Recuperacao de Desastre

e Testar o processo de restauracao de backup
e Verificar se os procedimentos de recuperacao funcionam

e Atualizar a documentacao de recuperacao de desastre
2. Auditoria de Seguranca

e Revisar logs de acesso
» Verificar permissdes de usuarios

e Atualizar certificados SSL se estiverem prestes a expirar
3. Planejamento de Capacidade

e Revisar tendéncias de crescimento de armazenamento
e Prever necessidades futuras de capacidade

* Planejar atualizacdes de hardware se necessario
Anualmente:
1. Renovacao de Certificados SSL

e Substituir certificados SSL que estao prestes a expirar

e Testar novos certificados antes da expiracao
2. Rotacao de Senhas

e Atualizar todas as credenciais das estacdes base
e Atualizar senhas do banco de dados

e Atualizar tokens da API



3. Atualizacao do Sistema

* Planejar atualizacao da versao do Monitor RAN
e Testar em ambiente de staging

e Agendar atualizacao em producao

Janelas de Manutencao
Planejando uma Janela de Manutencao:
1. Agendar Durante Baixo Trafego:

o Noites ou fins de semana geralmente sao os melhores

o Evitar hordrios de pico identificados no Grafana

2. Notificar as Partes Interessadas:

o Informar a equipe de operacodes
o Atualizar a pagina de status

o Definir expectativas para o tempo de inatividade

3. Preparar um Plano de Reversao:

o Fazer backup do estado atual
o Documentar etapas de reversao

o Ter a versao anterior pronta se estiver atualizando

4. Executar a Manutencao:

o Segquir procedimentos documentados
o Monitorar o progresso de perto

o Documentar quaisquer desvios

5. Verificar a Saude do Sistema:

[e]

Todos os dispositivos se reconectam

Métricas fluindo normalmente

[e]

o

Sem erros nos logs

(o]

Executar procedimentos de verificacdao de saude



6. Documentar Resultados:

o Registrar o que foi feito
o Anotar quaisquer problemas encontrados

o Atualizar procedimentos se necessario

Documentacao Relacionada

. - Procedimentos de configuracao inicial

. - Guia do usuario do painel de controle

. - Referéncia de
configuracao

. - Configuracao da estacao base

. - Andlises e painéis

. - Procedimentos de manuseio de
alarmes

. - Gerenciamento do ciclo de

vida dos dados
. - Resolucao de problemas

. - Visao geral operacional completa
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Visao Geral

As estacoOes base LTE da Nokia (AirScale, FlexiRadio) relatam dados de
desempenho usando um sistema de contadores estruturado. Cada contador
mede um aspecto especifico do desempenho da rede, desde a utilizacdo de
recursos até a qualidade do radio.

O que sao Contadores de Desempenho?

Contadores de desempenho sao medicdes numéricas coletadas pela estacao
base em intervalos regulares. Eles fornecem visibilidade sobre:

Quao ocupada a rede esta (utilizacdo de recursos)

Quao bem esta funcionando (throughput, qualidade)

Quantos usuarios estao conectados (carga)

Se os servicos estao disponiveis (disponibilidade)

Qualidade do sinal e condicdes de radio
Grupos de Medicao

Os contadores sao organizados em grupos de medicao, cada um cobrindo uma
area funcional especifica. O conjunto completo de contadores LTE da Nokia
inclui os seguintes grupos de medicao:



Medicoes de Desempenho do Nucleo (M8xxx)

Medicao

M8000

M8001

M8004

M8005

M8006

M8007

M8008

M8009

M8010

Categoria

Interface S1

Desempenho
da Célula

Interface X2

Qualidade do
Radio

Portadora EPS

Portadora de
Dados de
Radio

Rejeicao de

Conexao RRC

Preparacao
para
Transferéncia

Distribuicao de
caql

Contagem
de
Contadores

33

336

237

54

14

14

27

Foco Principal

Configuracao de Contexto Inicie
configuracao/reset do S1, conte
do UE

Atraso do PDCP, RACH, blocos d
transporte, distribuicao de MCS

Volume de dados X2, trafego in’
eNB

RSSI, SINR, condicbes de radio,
AMC

Configuracao/modificacao/liberz
da portadora

Estabelecimento e gerenciamer
de DRB

Razobes e estatisticas de rejeica
conexao

Falhas na preparacao para HO

Estatisticas do Indicador de
Qualidade do Canal



Medicao

M8011

M8012

M8013

M8014

M8015

M8016

M8017

M8018

M8019

M8020

M8021

Categoria

Utilizacao de
Recursos

Throughput

Conexao de
Sinalizacao

Transferéncia
Inter-eNB

Transferéncia
Intra-eNB

Retorno CS

HO Inter-
Sistema

Carga do eNB

NACC

Disponibilidade
da Célula

HO Inter-
Frequéncia

Contagem
de
Contadores

55

121

21

14

13

18

10

17

Foco Principal

Uso de PRB, alocacao de recurs

Taxas de dados do PDCP,
estatisticas de volume

Tentativas/sucessos de
configuracao de conexao RRC

Procedimentos de transferéncia
baseados em X2

Transferéncias internas de célul

Procedimentos de retorno de
comutacao de circuito

Transferéncia para outras RATs
(3G/2G)

Contagens de UE ativas,
estatisticas de carga

Mudanca de Célula Assistida pe
Rede

Estado da célula e amostragem
disponibilidade

Procedimentos de transferéncia
inter-frequéncia



Medicao Categoria

Configuracao
M8022

X2

Volume de
M8023

Dados

Contagem
de
Contadores

36

Foco Principal

Estabelecimento da interface X

Volume de SDU do PDCP na
interface aérea

Medicoes de Interface de Rede (M5xxx)

Medicao Categoria

Entrada de
Interface IP

M5112

M5113 RX Ethernet

Contagem de
Contadores

112

21

Foco Principal

Estatisticas de pacotes
de entrada, métricas de
interface

Estatisticas de pacotes
Ethernet recebidos

Medicoes de Hardware (M4xxxx)

Medicao Categoria

Hardware de
Radio

M40001

Consumo de
M40002 _
Energia

Contagem de

Contadores

Variavel

Variavel

Foco Principal

VSWR, salde da
antena, métricas de RF

Uso de energia da
estacao base



Convencao de Nomenclatura de
Contadores

Os contadores da Nokia seguem um formato padrao de nomenclatura:
M<medicao><tipo>C<contador>

Exemplo: M8011C24

¢ M - Prefixo fixo indicando "Medicao"
e 8011 - Grupo de medicao (Recurso da Célula)
e C - Separador fixo indicando "Contador"

e 24 - Contador especifico dentro do grupo (utilizacao média de PRB UL)
Tipos Ldgicos
Cada contador tem um tipo légico que determina como ele agrega dados:

e Soma - Contagem cumulativa de eventos

* Média - Valor médio ao longo do periodo de medicao
e Minimo - Valor minimo observado

 Maximo - Valor maximo observado

e Atual - Valor amostrado atual

 Denominador - Usado para célculos de razao

Categorias de Contadores

Por Area Funcional

Planejamento de Capacidade:

e M8011Cxx - Utilizacao de PRB
e M8018Cxx - Contagens de UE ativas



e M8012Cxx - Taxas de throughput
Monitoramento de Desempenho:

¢ M8001Cxx - Laténcia e atraso
e MB8005Cxx - RSSI, SINR

e M8013Cxx - Taxas de sucesso de configuracao
Rastreamento de Disponibilidade:

¢ M8020Cxx - Disponibilidade da célula

e M8049Cxx - Status da conexao
Resolucao de Problemas:

e M8005Cxx - Problemas de qualidade de radio
e M8001Cxx - Problemas de fila
e M8013Cxx - Falhas de configuracao

Contadores de Utilizacao de
Recursos

M8011 - Medicoes de Recursos da Célula

Esses contadores rastreiam a utilizacao do Bloco de Recursos Fisicos (PRB), que
indica quao ocupados estdo os recursos de radio da célula.



Contador Nome Descricao Unidade Tipo Escalonamel

Uso médio
Utilizacao de PRB o
o ) Dividir por 10
M8011C24 media de  uplink por 0.1% M&di
. édi ar
PRB UL Intervalo de ° 4| pard
porcentagem
por TTI Tempo de
Transmissao
Uso médio
T de PRB
112aca0 4 swnlink Dividir por 10
meédia de L 4
M8011C37 por 0.1% Media para
PRB DL Int o d ;
por TTI ntervalo de porcentagem
Tempo de

Transmissao

Entendendo a Utilizacao de PRB:

e Blocos de Recursos Fisicos (PRBs) sao as menores unidades de
alocacao de recursos de radio em LTE

e TTI (Intervalo de Tempo de Transmissao) = 1 milissegundo em LTE
» Maior utilizacdo = célula mais ocupada (mais trafego)

e 100% de utilizacao indica que a célula estd em capacidade maxima
Faixas de Valor:

e 0-1000 (representa 0.0% a 100.0%)
e Dividir o valor do contador por 10 para obter a porcentagem
e Exemplo: Valor do contador 453 = 45.3% de utilizacao de PRB

Uso no Planejamento de Capacidade:

< 50% - Célula tem capacidade sobrando

50-70% - Célula carregada normalmente

70-85% - Célula fortemente carregada, monitorar para congestionamento

> 85% - Perto da capacidade, considerar adicionar setores/carriers



Exemplo de Consulta no Grafana:

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] == "M8011C37")
|> filter(fn: (r) => r. field == "counterValue")
|> map(fn: (r) => ({ r with value: r. value / 10.0})) //
Converter para porcentagem

Contadores de Throughput

M8012 - Medicoes de Throughput da Célula

Esses contadores medem o throughput da camada PDCP (Packet Data
Convergence Protocol), indicando as taxas reais de transferéncia de dados do
usuario.

Gatilho d
Contador Nome Descricao Unidade Tipo a I_ ° Ne
Atualizacao
h hout Throughput Quando SDU
r
CUINPUE hedio |  PDCP
M8012C23 PDCP UL kbit/s Média _
, PDCP recebido do
Médio ,
uplink UE
Throughput uando SDU
Throughput i ,g . .
M8012C26 PDCPDL médio kbit/ Médi PDCP
s PDCP s edia transmitido
Médio _
downlink para UE

Entendendo o Throughput PDCP:

* A camada PDCP é onde os pacotes de dados do usudrio sdao processados
* O throughput é medido em kilobits por segundo (kbit/s)

» Representa a taxa real de transferéncia de dados para o trafego do usuario



e Atualizado a cada segundo
Calculo de Throughput:

* Medido como média ao longo de um intervalo de amostragem de 1
segundo

e Considera todos os usudarios ativos na célula

¢ Inclui tanto VOLTE quanto portadoras de dados
Referéncias de Desempenho:
Downlink (M8012C26):

e < 10 Mbps - Trafego baixo / poucos usuarios
e 10-50 Mbps - Trafego moderado
e 50-100 Mbps - Trafego alto / muitos usuarios ativos

e > 100 Mbps - Trafego de pico (depende da largura de banda da célula)

Uplink (M8012C23):

< 5 Mbps - Trafego baixo

5-20 Mbps - Trafego moderado
20-40 Mbps - Trafego alto

> 40 Mbps - Trafego de pico

Exemplo de Consulta no Grafana:

from(bucket: "nokia-monitor")

|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["metricCounter"] == "M8012C26")

|> filter(fn: (r) => r. field == "counterValue")

|> map(fn: (r) => ({ r with value: r. value / 1000.0})) //
Converter para Mbps



Contadores de Atividade do UE

M8018 - Medicoes de Carga do eNB

Esses contadores rastreiam o nUmero de dispositivos de Equipamento do

Usuario (UE) ativos conectados a estacao base.

Contador Nome
Maximo
de UE

M8018C1 )
Ativos
por eNB

L . . Intervalo de
Descricao Unidade Tipo . .
Atualizacao

NUumero
maximo de _ 3}

, Inteiro Max 1 segundo
UEs ativos

por eNodeB

Entendendo a Atividade do UE:

e UE Ativo = Um dispositivo com pelo menos um Portadora de Sinalizacao
de Radio (SRB) e uma Portadora de Dados de Radio (DRB)

e Valor maximo observado ao longo de periodos de amostragem de 1

segundo

e Indica a carga de usuarios concorrentes de pico

Niveis de Carga:

UEs Ativos Nivel de Carga Recomendacao

0-50 Baixo Operacao normal

50-100 Moderado Monitorar capacidade

100-150 Alto Avaliar adicao de capacidade

> 150 Muito Alto Expansao de capacidade necessaria

Notas:



e A capacidade real depende da configuracao de hardware da estacao base

e O Nokia AirScale pode tipicamente suportar de 150 a 250 UEs ativos
concorrentes por célula

» Contagens altas de UE podem impactar o throughput por usuario

Contadores de Disponibilidade da
Célula

M8020 - Medicoes de Disponibilidade da Célula

Esses contadores calculam a porcentagem de disponibilidade da célula
amostrando o estado da célula em intervalos regulares.



Contador Nome Descricao Unidade Tipo

Contagem de
Amostras

amostras
quando a )
M8020C3 i i quando a Inteiro Soma
célula esta i
. ) célula estava
disponivel , ,
disponivel
Contagem de
Amostras
amostras
quando a
i i quando a
célula esta i _
M8020C4 _ célula estava Inteiro Soma
planejada
em
como .
o ; manutencao
indisponivel .
planejada

, NUmero total
Denominador
de amostras

de
M8020C6 , o de verificacao Inteiro Denominador
disponibilidade
, de
da célula

disponibilidade

Calculando a Disponibilidade da Célula:

Disponibilidade da Célula % = 100.0 x M8020C3 / (M8020C6 -
M8020C4)

Explicacao da Formula:

» M8020C3 - Amostras quando a célula estava operando normalmente
e M8020C6 - Total de amostras coletadas

» M8020C4 - Amostras de tempo de inatividade planejadas (excluidas do
calculo)

Metas de Disponibilidade:



Disponibilidade Grau Status

Atendendo ao SLA de grau de

> 99.9% Excelente transportadora

99.0-99.9% Bom Operacdes normais

95.0-99.0% Justo Investigar problemas

< 95.0% Pobre Critico - acao imediata necessaria

Exemplo de Consulta no Grafana:

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] == "M8020C3" or
r[("metricCounter"] == "M8020C6" or
r{"metricCounter"] == "M8020C4")
|> pivot(rowKey:[" time"], columnKey: ["metricCounter"],
valueColumn: " value")
|> map(fn: (r) => ({
_time: r. time,
"Disponibilidade da Célula": 100.0 * r.M8020C3 / (r.M8020C6
- r.M8020C4)

1))

Contadores de Qualidade de Radio

M8005 - Medicoes de Qualidade de Radio

Esses contadores medem o Indicador de Forca de Sinal Recebido (RSSI) e a
Relacao Sinal/Ruido e Interferéncia (SINR), fornecendo insights sobre as
condicdes de radio.

Medicoes de RSSI



Contador Nome Descricao Unidade Tipo

RSSI para RSSI minimo no Canal
M8005C0 PUCCH de Controle de Uplink dBm Min
Minimo Fisico
RSSI para RSSI maximo no Canal
M8005C1 PUCCH de Controle de Uplink dBm Max
Maximo Fisico
RSSI para RSSI médio no Canal de o
M8005C2 dBm Media

PUCCH Médio  Controle de Uplink Fisico

Entendendo o RSSI:

e RSSI = Indicador de Forca de Sinal Recebido (poténcia total recebida)

* PUCCH = Canal de Controle de Uplink Fisico (transporta informacdes de
controle)

* Medido em dBm (decibel-miliwatts)
e Atualizado quando os valores de RSSI relacionados ao UE sao calculados

Interpretacao dos Valores de RSSI:

Faixa de RSSI Qualidade Descricao

> -70 dBm Excelente Sinal muito forte

-70 a -85 dBm Bom Sinal forte, bom desempenho

-85 a-100 dBm Justo Sinal adequado

-100 a -110 dBm  Pobre Sinal fraco, problemas potenciais
<-110 dBm Muito Pobre  Sinal muito fraco, problemas provaveis

Casos de Uso:



e Analise de cobertura - RSSI baixo indica lacunas de cobertura
* Resolucao de interferéncia - Padroes de RSSI inesperados

* Planejamento de RF - Validar previsdes de forca de sinal

Contadores de Gerenciamento de
Conexao

M8013 - Estabelecimento de Conexao de
Sinalizacao

Esses contadores rastreiam tentativas e sucessos de configuracao de conexao
RRC (Controle de Recursos de Radio), indicadores chave de acessibilidade da
rede.



Contador

M8013C5

M8013C17

M8013C18

M8013C19

M8013C21

M8013C31

M8013C34

Nome

Conclusodes de
Estabelecimento de
Conexao de
Sinalizacao

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao MO-S

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao MT

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao MO-D

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao
Emergencial

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao de Alta
Prioridade

Tentativas de
Estabelecimento de

Descricao

Configuracoes
de conexao RRC
bem-sucedidas

Tentativas de
conexao -
Sinalizacao
Originada pelo
Mével

Tentativas de
conexao -
Terminada pelo
Mével

Tentativas de
conexao - Dados
Originados pelo
Mével

Tentativas de
conexao de
chamadas de
emergéncia

Tentativas de
conexao de alta
prioridade

Tentativas de
conexao

Unidade

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Tipo

Soma

Soma

Soma

Soma

Soma

Soma

Soma



Contador

M8013C91

M8013C93

Nome

Conexao de
Sinalizacao
Tolerantes a Atraso

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao MO-V

Tentativas de
Estabelecimento de
Conexao de
Sinalizacao MT-

Descricao Unidade

tolerantes a
atraso

Tentativas de
conexao - Voz

Originada pelo Inteiro
Mével

Tentativas de

conexao - Inteiro
Acesso MT

Access

Calculando a Taxa de Sucesso de Configuracao:

Taxa de Sucesso de Configuracao % = 100.0 x M8013C5 / (M8013Cl7 +
M8013C18 + M8013C19 + M8013C34 + M8013C31 + M8013C21 + M8013C93 +
M8013C91)

Explicacao da Formula:

e M8013C5 - Conclusdes bem-sucedidas (Configuracao de Conexao RRC
Completa recebida)

* Soma dos contadores de tentativas - Total de tentativas de conexao
em todas as categorias

Tipos de Conexao:

e MO-S (M8013C17) - Sinalizacao Originada pelo Mével (SMS, atualizacoes
de localizacao)

e MT (M8013C18) - Terminada pelo Mével (chamadas/dados recebidos)

e MO-D (M8013C19) - Dados Originados pelo Mével (sessdes de dados)

e MO-V (M8013C91) - Voz Originada pelo Mével (chamadas VoLTE)



e Emergencial (M8013C21) - Chamadas de emergéncia (911, 112)

Metas de Desempenho:

Taxa de
Grau Status

Sucesso
> 99% Excelente  Operagcao normal
95-99% Bom Desempenho aceitavel
90-95% Justo Investigacao recomendada

Problema critico - solucionar

< 90% Pobre

imediatamente

Causas Comuns de Falhas:

¢ Problemas de cobertura (sinal fraco)

Congestionamento (célula em capacidade maxima)

Erros de configuracao

Problemas de hardware

Interferéncia

Contadores de Laténcia e QoS

M8001 - Medicoes de Desempenho da Célula

Contador Nome Descricao Unidade Tipo

Atraso do SDU Tempo médio de
M8001C2 PDCP no DL retencdo do SDU PDCP ms Média
DTCH Médio downlink na eNB



Entendendo a Laténcia:

 SDU PDCP = Unidade de Dados de Servico do Protocolo de Convergéncia
de Dados de Pacote (pacote de dados do usuario)

« Atraso = Tempo que o pacote passa na estacado base antes da transmisséo

DL DTCH = Canal de Trafego Dedicado Downlink (canal de dados do
usuario)

* Valores mais baixos = melhor capacidade de resposta

Metas de Laténcia:

Laténcia Grau Impacto na Aplicacao

<10 ms Excelente Ideal para VoLTE, jogos, chamadas de video

10-20ms Bom Aceitavel para a maioria das aplicacoes
20-50 ms  Justo Notavel em aplicativos interativos
> 50 ms Pobre Impacta aplicacbes em tempo real

Causas de Alta Laténcia:

» Congestionamento de filas (muitos usuarios)
e Problemas de configuracao do escalonador
e Condicdes de radio ruins (muitas retransmissoes)

e Atrasos de backhaul

Contadores da Interface S1

M8000 - Medicoes da Interface S1

Esses contadores rastreiam a interface S1 entre o eNodeB e o MME (Entidade
de Gerenciamento de Mobilidade), incluindo configuracao de contexto,
gerenciamento de conexao S1 e procedimentos de sinalizacao.



Contador

M8000CO

M8000C1

M8000C2

M8000C3

M8000C6

M8000C7

M8000C11

M8000C12

M8000C29

Nome

Solicitacdes de
Configuracao de
Contexto Inicial

Conclusoes de
Configuracao de
Contexto Inicial

Falhas de
Configuracao -
Rede de Radio

Falhas de
Configuracao -
Transporte

Solicitacdes de
Configuracao S1

Conclusoes de
Configuracao S1

Solicita@@0es
de Paginacao S1

Configuracao de
Conexao Ldgica
S1 do UE

Transporte NAS
Ascendente

Descricao

Numero de
tentativas de
Configuracao de
Contexto Inicial

Configuracoes de
Contexto Inicial

bem-sucedidas

Falhas devido a

problemas na rede

de radio

Falhas devido a
problemas na
camada de
transporte

Tentativas de

estabelecimento da

interface S1

Configuracdes S1
bem-sucedidas

Mensagens de

paginacao do MME

Conexoes S1
associadas ao UE
estabelecidas

Mensagens NAS
enviadas ao MME

Unidade

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Tipo

Soma

Soma

Soma

Soma

Soma

Soma

Soma

Soma

Soma



Contador Nome Descricao Unidade Tipo

Transporte NAS Mensagens NAS _
M8000C30 ) Inteiro Soma
Descendente recebidas do MME

Entendendo a Interface S1:

A interface S1 conecta o eNodeB ao EPC (Core de Pacote Evoluido)

A Configuracao de Contexto Inicial estabelece o contexto para uma
nova conexao de UE

A Configuracao S1 é o aperto de mao inicial entre o eNodeB e o MME

Mensagens NAS (Non-Access Stratum) transportam sinalizacao de
camada superior

Calculo da Taxa de Sucesso:

Taxa de Sucesso da Configuracao S1 = 100 x M800OC7 / M8OMOOC6
Taxa de Sucesso da Configuracao de Contexto Inicial = 100 x
M80OOC1 / M80OOCO

Metas de Desempenho:

e Taxa de Sucesso da Configuracao S1: > 99%

» Taxa de Sucesso da Configuracao de Contexto Inicial: > 95%

Contadores da Portadora EPS

M8006 - Medicoes da Portadora EPS

Esses contadores rastreiam o Estabelecimento, Modificacao e Liberacao da
Portadora de Acesso Radio E-UTRAN (E-RAB) e da portadora EPS.

Contadores Chave:



Contador

M8006CO

M8006C1

M8006C2-
C5

Entendendo as Portadoras EPS:

Nome

Tentativas de
Estabelecimento
da Portadora EPS

Conclusodes de
Estabelecimento
da Portadora EPS

Falhas de
Estabelecimento
por Causa

Descricao

Tentativas de
estabelecimento
da portadora

Estabelecimentos
de portadora bem-
sucedidos

Falhas
categorizadas por
razao

Unidade

Inteiro

Inteiro

Inteiro

* Portadora = Canal Iégico para dados do usudrio entre UE e rede

* Portadora Padrao = Portadora sempre ativa para conectividade a

internet

Tipo

Soma

Soma

Soma

* Portadora Dedicada = Portadoras adicionais para requisitos especificos
de QoS (VolLTE, streaming de video)

Casos de Uso:

e Monitorar taxas de sucesso de estabelecimento de portadoras

» |dentificar razdes para falhas de portadoras

e Rastrear alocacao de portadoras de QoS para servicos premium



Contadores de Transferéencia

M8009 - Medicoes de Preparacao para
Transferéncia

M8014 - Medicoes de Transferéncia Inter-eNB
M8015 - Medicoes de Transferéncia Intra-eNB

M8021 - Medicoes de Transferéncia Inter-
Frequéncia

Esses grupos de medicao rastreiam os procedimentos de transferéncia - o
processo de transferir uma conexao de UE de uma célula para outra sem
interromper a chamada.

Tipos de Transferéncia:

Grupo de

Tipo Descricao oL
Medicao

Transferéncia entre células na mesma
Intra-eNB . M8015
estacao base

Transferéncia entre diferentes
Inter-eNB N M8014
estacoes base (X2)

Inter- Transferéncia para uma frequéncia de MB021
Frequéncia portadora diferente

Transferéncia para uma tecnologia
Inter-RAT , M8017
diferente (LTE-»3G/2G)

Métricas Chave:



Grupo de

Foco Contadores Criticos
Contadores
M8009 Falhas na preparacao Tentativas de preparacao,
para transferéncia falhas por causa
Tentativas de preparacao,
M8014 HO baseado em X2 .
execucoes, falhas
Tentativas de preparacao,
M8015 HO intra-célula I\i preparac
execucoes, falhas
) o Tentativas, sucessos,
M8021 HO inter-frequéncia

falhas

Formula da Taxa de Sucesso da Transferéncia:

Taxa de Sucesso da Transferéncia = 100 x (Execucbes de HO) /
(Tentativas de Preparacao de HO)

Metas de Desempenho:

e Taxa de Sucesso de HO Intra-eNB: > 99%
e Taxa de Sucesso de HO Inter-eNB: > 98%

» Taxa de Sucesso de HO Inter-Frequéncia: > 95%

Causas Comuns de Falhas de Transferéncia:

Congestionamento da célula alvo (nenhum recurso disponivel)

CondicoOes de radio ruins na célula alvo

Expiracao do temporizador (UE nao responde a tempo)

Lacunas de medicao impedindo a selecao adequada da célula



Medicoes de Qualidade do Canal

M8010 - Distribuicao do CQI (Indicador de
Qualidade do Canal)

Esses contadores rastreiam a distribuicao de relatérios de CQIl dos UEs,
fornecendo insights sobre a qualidade do canal de radio.

Entendendo o CQI:

CQIl = Indicador de Qualidade do Canal relatado pelo UE ao eNodeB

e Faixa: CQI 0 (pior) a CQI 15 (melhor)

* Proposito: Ajuda o escalonador a selecionar o MCS (Esquema de
Modulacao e Codificacao) apropriado

* Frequéncia de Atualizacao: A cada poucos milissegundos com base nas

condicoes do canal

Mapeamento de CQIl para Taxa de Dados:

Nivel de Qualidade do Taxa Maxima .
. Modulacao
caql Canal Aproximada
0-3 Muito Pobre < 1 Mbps QPSK
4-6 Pobre 1-5 Mbps QPSK
7-9 Justo 5-15 Mbps 16-QAM
10-12 Bom 15-40 Mbps 64-QAM
13-15 Excelente 40-150 Mbps 64-QAM

Contadores M8010:
e M8010CO - M8010C15: Contagem de relatérios de CQl em cada nivel (0-15)

Anadlise de Desempenho:



CQI Médio = X(CQI nivel x M8010C[nivel]) / Z(M801O0C[nivel])

Interpretando a Distribuicao de CQI:

e CQI Alto (10-15): Boa cobertura, alto potencial de throughput
* CQIl Médio (7-9): Cobertura adequada, throughput moderado

e CQI Baixo (0-6): Problemas de cobertura, considerar otimizacao da célula

Medicoes de Fallback CS

M8016 - Medicoes de Fallback CS

Esses contadores rastreiam os procedimentos de Fallback de Comutacao de
Circuito (CSFB), onde UEs LTE retornam a redes 2G/3G para chamadas de voz.

Entendendo o CSFB:

* Propdsito: Lidar com chamadas de voz em redes sem VoLTE

* Processo: UE em LTE -» Chamada de voz = Mover temporariamente para
2G/3G - Retornar ao LTE

* Impacto: Atraso na configuracao da chamada, perda temporéria de dados
LTE

Contadores Chave:

Contador Nome Descricao
Tentativas de CSFB com CSFB usando o método de
M8016CO o o
Redirecionamento redirecionamento
Tentativas de CSFB com CSFB usando o método de
M8016C1 o o
Transferéncia transferéncia

Métodos CSFB:



1. Redirecionamento: UE desconecta do LTE, re-seleciona 2G/3G (mais
rapido, mas interrupcao breve do servico)

2. Transferéncia: Transferéncia adequada de LTE para 2G/3G (mais lenta,
mas sem interrupcodes)

Métricas de Desempenho:

e Taxa de Sucesso do CSFB = Transicoes bem-sucedidas / Tentativas totais de
CSFB

¢ Meta: > 98%

Contadores de Volume de Dados

M8023 - Medicoes de Volume de Dados SDU do
PDCP

Esses contadores rastreiam o volume total de dados do usudrio transmitidos
pela interface aérea.

Métricas Chave:

e Volume total de dados (uplink e downlink)
e Volume por QCI (Identificador de Classe de Servico)

e Volume por tipo de portadora
Casos de Uso:

e Planejamento de capacidade da rede
e Estimativa de receita (rastreamento de uso de dados)
* Analise de consumo de dados por usuario

» Perfilagem de trafego de classe de QoS
Relacao com M8012 (Throughput):

e M8012: Taxa de dados instantanea (kbit/s)
e M8023: Volume de dados cumulativo (bytes)



Contadores da Interface X2
M8004 - Medicoes de Volume de Dados X2

M8022 - Medicoes de Configuracao X2

Esses contadores rastreiam a interface X2 entre eNodeBs, usada para
transferéncias inter-eNB e balanceamento de carga.

M8004 - Volume de Dados X2:

* Mede dados encaminhados entre eNodeBs durante transferéncias

» Rastreia volume de trafego X2 de entrada e saida
M8022 - Configuracao X2:

e M8022CO0: Tentativas de Configuracao X2
e M8022C1: Sucessos de Configuracao X2

Entendendo a Interface X2:

* Proposito: Comunicacao direta entre eNodeBs vizinhos

* Funcoes: Coordenacao de transferéncia, compartilhamento de carga,
gerenciamento de interferéncia

* Beneficio: Reduz a carga na rede central, transferéncias mais rapidas

Taxa de Sucesso da Configuracao X2:
Taxa de Sucesso da Configuracao X2 = 100 x M8022C1 / M8022C0O

Meta: > 95%



Grupos de Medicao Adicionais
M8007 - Medicoes de Portadora de Dados de
Radio (DRB)

Rastreia o estabelecimento, modificacao e liberacao de Portadoras de Dados de
Radio (DRBs) para transmissao de dados do usuario.

Areas de Foco:

* Taxas de sucesso de configuracao de DRB
e Procedimentos de modificacao de DRB

» Estatisticas de liberacdao de portadoras

M8008 - Medicoes de Rejeicao de Conexao RRC

Rastreia solicitacdes de conexao RRC que sao rejeitadas, categorizadas por
causa de rejeicao.

Razoes Comuns de Rejeicao:

Congestionamento da rede (PRBs insuficientes)

Limite maximo de UE atingido

Redirecionamento de balanceamento de carga

Restricoes de mobilidade

M8019 - Mudanca de Célula Assistida pela
Rede (NACC)

Rastreia procedimentos de NACC para otimizar a re-selecao de células de LTE
para GSM.

Propdsito: Fornece informac¢des do sistema de células vizinhas GSM para UEs
antes da re-selecao, acelerando a transicao.



Medicoes de Interface de Rede
M5112 - Medicoes de Entrada de Interface IP

M5113 - Medicoes RX Ethernet

Esses grupos de medicao rastreiam estatisticas da interface de backhaul.

M5112 - Entrada de Interface IP (112 contadores):

Contagens de pacotes de entrada

Distribuicao de tamanhos de pacotes

Estatisticas especificas de protocolo

Utilizacao da interface
M5113 - RX Ethernet (21 contadores):

e Contagens de quadros Ethernet recebidos
e Distribuicao de tamanhos de quadros

» Estatisticas de erro (erros CRC, erros de quadro)
Casos de Uso:

e Monitoramento da capacidade do backhaul
» Avaliacao da saude do link de transporte
» Resolucao de problemas de conectividade

e Planejamento de capacidade para atualizacdes de transporte



Contadores de Hardware e Unidade
de Radio

M40001 - Medicoes de Hardware de Radio

Contador Nome Descricao Unidade Tipo Escalonament

VSWR .
Razao de
por
Ondas o o
M40001CO ramo L 0.1 Média Dividir por 10
de Estacionarias
de Tensao
antena

Entendendo o VSWR:

VSWR = Razao de Ondas Estacionérias de Tensao

Mede a eficiéncia do sistema de antena

Indica desajuste de impedancia e potenciais problemas de cabo/antena

Valores mais baixos = melhor

Interpretacao do VSWR:

VSWR Status Acao

1.0-1.5 Excelente Operacao normal

1.5-2.0 Bom Aceitavel
2.0-3.0 Justo Investigar
> 3.0 Pobre Problema de cabo/antena - solucionar imediatamente

Causas Comuns de Alto VSWR:

e Cabos coaxiais danificados



Conectores soltos

Ingressao de agua

Danos a antena

Desajuste de impedancia

Exemplo de Consulta no Grafana:

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] == "M40001C0")
|> filter(fn: (r) => r. field == "counterValue")
|> map(fn: (r) => ({ r with "VSWR": r. value / 10.0}))

M40002 - Medicoes de Consumo de Energia

Contador Nome Descricao Unidade Tipo Escalonament
c Consumo
onsumo
de energia 100000 . Dividir por
M40002C2 de . Média
, da estacao fator 100000
Energia
base

Entendendo o Consumo de Energia:

* Mede o total de energia consumida pela estacao base
o Util para célculos de OPEX e planejamento de capacidade

e Pode indicar problemas de hardware se inesperadamente alto/baixo

Exemplo de Consulta no Grafana:

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] == "M40002C2")
|> filter(fn: (r) => r. field == "counterValue")
|> map(fn: (r) => ({ r with "Power": r. value / 100000.0}))



Usando Contadores no Grafana

Construindo Dashboards Eficazes

1. Dashboard de Utilizacao de Recursos

Combine M8011C24 e M8011C37 para mostrar a utilizacao de PRB
uplink/downlink:

// Utilizacao de PRB Uplink
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["metricCounter"] == "M8011C24")
|> map(fn: (r) => ({ r with value: r. value / 10.0}))
|> rename(columns: {" value": "Uplink PRB %"})

// Utilizacao de PRB Downlink
from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)

|> filter(fn: (r) => r["metricCounter"] == "M8011C37")
|> map(fn: (r) => ({ r with value: r. value / 10.0}))
|> rename(columns: {" value": "Downlink PRB %"})

2. Dashboard de Throughput

Mostre as taxas de transferéncia de dados:



from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] == "M8012C23" or
r[{"metricCounter"] == "M8012C26")
|> map(fn: (r) => ({ r with value: r. value / 1000.0})) //
Converter para Mbps
|> pivot(rowKey: [" time"], columnKey: ["metricCounter"],
valueColumn: " value")
|> map(fn: (r) => ({
_time: r. time,
"Uplink Mbps": r.M8012C23,
"Downlink Mbps": r.M8012C26

1))

3. Dashboard de Disponibilidade

Calcule e exiba a disponibilidade da célula:

from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] =~ /M8020C(3|4|6)/)
|> pivot(rowKey: [" time"], columnKey: ["metricCounter"],
valueColumn: " value")
|> map(fn: (r) => ({
_time: r. time,
"Disponibilidade %": 100.0 * r.M8020C3 / (r.M8020C6 -
r.mM8020C4)
}))

4. Dashboard de Taxa de Sucesso de Conexao

Rastreie o desempenho da configuracao RRC:



from(bucket: "nokia-monitor")
|> range(start: v.timeRangeStart, stop: v.timeRangeStop)
|> filter(fn: (r) => r["metricCounter"] =~
/M8013C(5(17]18|19|21|31|34|91]93)/)
|> pivot(rowKey: [" time"], columnKey: ["metricCounter"],
valueColumn: " value")
|> map(fn: (r) => ({
_time: r. time,
"Taxa de Sucesso %": 100.0 * r.M8013C5 / (r.M8013C17 +
r.mM8013C18 + r.M8013C19 + r.M8013C34 + r.M8013C31 + r.M8013C21 +
r.mM8013C93 + r.M8013C91)

}))

Melhores Praticas para Dashboards
Use Tipos de Visualizacao Apropriados:

» Griéficos de séries temporais - Dados de tendéncia (throughput, utilizacao
de PRB)

e Medidores - Valores atuais (porcentagem de disponibilidade)
» Painéis de estatisticas Unicas - Valores maximos (max. UEs ativos)

* Mapas de calor - Dados de distribuicao (niveis de RSSI)
Defina Limiares Significativos:

e Verde: Operacao normal
e Amarelo: Aviso (investigar)

e Vermelho: Critico (acdao imediata)
Exemplo de Configuracao de Limiares:

e Utilizacao de PRB: Verde < 70%, Amarelo 70-85%, Vermelho > 85%
e Disponibilidade: Verde > 99%, Amarelo 95-99%, Vermelho < 95%

e Sucesso de configuracao: Verde > 99%, Amarelo 95-99%, Vermelho < 95%
Agrupe Métricas Relacionadas:

e Crie dashboards separados para capacidade, desempenho e qualidade



e Use variaveis de modelo para selecao de site/célula

* Inclua links de aprofundamento para visualizacdes detalhadas

Documentacao Relacionada

. - Operacoes e fluxos de trabalho do RAN Monitor

. - Configurando dashboards do Grafana

. - Configurando o RAN Monitor
. - Configuracao da estacao base

. - Estrutura de dados do InfluxDB



Tabela de Referéncia Rapida

Contadores Mais Comumente Usados

Contador

M8011C24

M8011C37

M8012C23

M8012C26

M8018C1

M8020C3

M8020C6

M8013C5

M8005C0

M8005C2

M8001C2

Nome

Utilizacdao média de
PRB UL

Utilizacao média de
PRB DL

Throughput PDCP UL

Throughput PDCP DL

Maximo de UEs ativos

Amostras de célula
disponivel

Denominador de
disponibilidade

Conclusdes de
configuracao

RSSI minimo

RSSI médio

Atraso médio do PDCP

Caso de Uso

Planejamento de
capacidade

Planejamento de
capacidade

Monitoramento de
desempenho

Monitoramento de
desempenho

Monitoramento de
carga

Rastreamento de
disponibilidade

Calculo de
disponibilidade

Rastreamento de taxa
de sucesso

Analise de cobertura

Analise de cobertura

Monitoramento de
laténcia

Unidade

0.1%

0.1%

kbit/s

kbit/s

contagem

contagem

contagem

contagem

dBm

dBm

ms



Contador Nome Caso de Uso Unidade

M40001C0O0 VSWR Saude do hardware 0.1 razao

Fontes:

e Medicoes de Desempenho da Nokia FlexiRadio LTE
» Especificacbes de Contadores de Desempenho da Nokia AirScale

e Padrdoes de Gerenciamento de Desempenho da 3GPP LTE

Apéndice: Listagem Completa de
Contadores

Abaixo estd a listagem de referéncia completa de todos os 1.186 contadores de
desempenho LTE da Nokia extraidos da especificacao KPI da Nokia.



REFERENCIA COMPLETA DE CONTADORES DE DESEMPENHO LTE DA NOKIA

M8000CO
inteiro
M8000C1

Nimero inteiro
M8000C2

Nimero inteiro
M8000C3

Nimero inteiro
M8000C4

Nimero inteiro
M8000OC5

Nimero inteiro
M8000OC6

Nimero inteiro
M8000OC7

Nimero inteiro
M8000C8

Nimero inteiro
M8000C9

Nimero inteiro
M8000OC11
Nimero inteiro
M8000C12
Nimero inteiro
M8000C13
Nimero inteiro
M8000C14
Nimero inteiro
M8000OC15
Nimero inteiro
M800OC16
Nimero inteiro
M8000C23
Nimero inteiro
M8000C24
Nimero inteiro

Solicitacdes de Configuracao de Contexto Inicial
Conclusdes de Configuracao de Contexto Inicial
Falhas de Configuracao Inicial devido a

Falhas de Configuracao Inicial devido a

Falhas de Configuracao Inicial devido a

Falhas de Configuracao Inicial devido a
Solicitacdes de configuracao S1

Conclusdes de configuracao S1

Falha de configuracao S1 devido a expiracao do temg
Falha de configuracdo S1 devido a rejeicao do MME
Solicitacdes de Paginacao S1

Nimero de conexdes ldégicas S1 associadas ao UE
Reinicializacao global S1 iniciada pelo eNB
Reinicializacao global S1 iniciada pelo MME
Reinicializacao parcial S1 iniciada pelo eNB
Reinicializacao parcial S1 iniciada pelo MME
Tentativas de modificacao do contexto do UE

Tentativas de modificacao do contexto do UE devido



M8000C25
Nimero inteiro
M8000C29
Nimero inteiro
M800OC30
Nimero inteiro
M800OC31
Nimero inteiro
M8000OC32
Nimero inteiro
M800OC33
Nimero inteiro
M8000C34
Nimero inteiro
M800OC35
Nimero inteiro
M800OC36
Nimero inteiro
M800OC37
Nimero inteiro
M800OC38
Nimero inteiro
M800OC39
Nimero inteiro
M8000C40
Nimero inteiro
M8000C41
Nimero inteiro
M8000C42
Nimero inteiro

Falhas de modificacao do contexto do UE

Nimero de Transporte NAS Ascendente

Nimero de Transporte NAS Descendente

Tentativas de modificacao do contexto do UE devido

Solicitacdes de Estabelecimento de E-RAB para IMS

Conclusdes de Estabelecimento de E-RAB para IMS

Falhas de

NUumero de

NUimero de

Nuimero de

NUimero de

Nuimero de

NUimero de

NUimero de

NUimero de

WRITE-REPLACE

WRITE-REPLACE

KILL RESPONSE

estabelecimento de E-RAB para IMS
Controle de Relatério de Localizacgao
mensagens de Relatdrio de Localizacao
enderecos IP X2 bem-sucedidos

enderecos IP X2 tentados

mensagens de KILL REQUEST

M8001CO
M8001C1
M8001C2
M8001C3
M8001C4
M8001C5
M8001C6
Nimero inteiro
M8001C7
Nimero inteiro

Atraso
Atraso
Atraso
Atraso
Atraso
Atraso
Tentativas de

Tentativas de

no UL
configuracao do

configuracao do

Minimo
Maximo
Médio
Minimo
Maximo
Médio
RACH para pequeno tan

RACH para grande tame



M8001C8

Nimero inteiro
M8001C9

Nimero inteiro
M80O1C10
Nimero inteiro
M80O1C11
Nimero inteiro
M8001C12
Nimero inteiro
M80O1C13
Nimero inteiro
M8001C14
Nimero inteiro
M8001C15
Nimero inteiro
M80O1C16
Nimero inteiro
M80O1C17
Nimero inteiro
M8001C18
Nimero inteiro
M8001C19
Nimero inteiro
M8001C20
Nimero inteiro
M8001C21
Nimero inteiro
M8001C22
Nimero inteiro
M8001C23
Nimero inteiro
M8001C24
Nimero inteiro
M8001C25
Nimero inteiro
M80O1C26
Nimero inteiro
M800O1C27
Nimero inteiro
M8001C28
Nimero inteiro
M8001C29
Nimero inteiro

Conclusdes de configuracao do RACH
TBs transmitidos no PCH

TBs transmitidos no BCH

TBs transmitidos no DL-SCH
Retransmissdes HARQ no DL-SCH

TBs UL-SCH corretos nao duplicados com
TBs UL-SCH corretos com re-recepgao
Recepcdao de TBs UL-SCH erro6neos
Transmissdes PUSCH usando MCSO
Transmissdes PUSCH usando MCS1
Transmissdes PUSCH usando MCS2
Transmissdes PUSCH usando MCS3
Transmissdes PUSCH usando MCS4
Transmissdes PUSCH usando MCS5
Transmissdes PUSCH usando MCS6
Transmissdes PUSCH usando MCS7
Transmissdes PUSCH usando MCS8
Transmissdes PUSCH usando MCS9
Transmissdes PUSCH usando MCS10
Transmissdes PUSCH usando MCS11
Transmissdes PUSCH usando MCS12

Transmissdes PUSCH usando MCS13



M80O1C30
Nimero inteiro
M80O1C31
Nimero inteiro
M8001C32
Nimero inteiro
M80O1C33
Nimero inteiro
M8001C34
Nimero inteiro
M8001C35
Nimero inteiro
M80O1C36
Nimero inteiro
M80O1C37
Nimero inteiro
M8001C38
Nimero inteiro
M8001C39
Nimero inteiro
M8001C40
Nimero inteiro
M8001C41
Nimero inteiro
M8001C42
Nimero inteiro
M8001C43
Nimero inteiro
M8001C44
Nimero inteiro
M8001C45
Nimero inteiro
M8001C46
Nimero inteiro
M8001C47
Nimero inteiro
M8001C48
Nimero inteiro
M8001C49
Nimero inteiro
M80O1C50
Nimero inteiro
M80O1C51
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCS14

MCS15

MCS16

MCS17

MCS18

MCS19

MCS20

MCS21

MCS22

MCS23

MCS24

MCS25

MCS26

MCS27

MCS28

MCSO

MCS1

MCS2

MCS3

MCS4

MCS5

MCS6



M8001C52
Nimero inteiro
M8001C53
Nimero inteiro
M8001C54
Nimero inteiro
M8001C55
Nimero inteiro
M80O1C56
Nimero inteiro
M80O1C57
Nimero inteiro
M8001C58
Nimero inteiro
M80O1C59
Nimero inteiro
M8001C60
Nimero inteiro
M8001C61
Nimero inteiro
M8001C62
Nimero inteiro
M8001C63
Nimero inteiro
M8001C64
Nimero inteiro
M8001C65
Nimero inteiro
M8001C66
Nimero inteiro
M8001C67
Nimero inteiro
M8001C68
Nimero inteiro
M8001C69
Nimero inteiro
M80O1C70
Nimero inteiro
M80O1C71
Nimero inteiro
M8001C72
Nimero inteiro
M80O1C73
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

PDSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCS7

MCS8

MCS9

MCS10

MCS11

MCS12

MCS13

MCS14

MCS15

MCS16

MCS17

MCS18

MCS19

MCS20

MCS21

MCS22

MCS23

MCS24

MCS25

MCS26

MCS27

MCS28



M8001C74
Nimero inteiro
M800O1C75
Nimero inteiro
M80O1C76
Nimero inteiro
M80O1C77
Nimero inteiro
M80O1C78
Nimero inteiro
M8001C79
Nimero inteiro
M8001C80
Nimero inteiro
M8001C81
Nimero inteiro
M8001C82
Nimero inteiro
M8001C83
Nimero inteiro
M8001C84
Nimero inteiro
M8001C85
Nimero inteiro
M8001C86
Nimero inteiro
M8001C87
Nimero inteiro
M8001C88
Nimero inteiro
M8001C89
Nimero inteiro
M8001C90
Nimero inteiro
M8001C91
Nimero inteiro
M8001C92
Nimero inteiro
M8001C93
Nimero inteiro
M8001C94
Nimero inteiro
M8001C95
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCSO

MCS1

MCS2

MCS3

MCS4

MCS5

MCS6

MCS7

MCS8

MCS9

MCS10

MCS11

MCS12

MCS13

MCS14

MCS15

MCS16

MCS17

MCS18

MCS19

MCS20

MCS21



M8001C96
Nimero inteiro
M8001C97
Nimero inteiro
M8001C98
Nimero inteiro
M8001C99
Nimero inteiro
M8001C100
Nimero inteiro
M8001C101
Nimero inteiro
M8001C102
Nimero inteiro
M8001C103
Nimero inteiro
M8001C104
Nimero inteiro
M8001C105
Nimero inteiro
M8001C106
Nimero inteiro
M8001C107
Nimero inteiro
M8001C108
Nimero inteiro
M8001C109
Nimero inteiro
M8001C110
Nimero inteiro
M800O1C111
Nimero inteiro
M8001C112
Nimero inteiro
M8001C113
Nimero inteiro
M8001C114
Nimero inteiro
M8001C115
Nimero inteiro
M8001C116
Nimero inteiro
M800O1C117
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCS22

MCS23

MCS24

MCS25

MCS26

MCS27

MCS28

MCS29

MCS30

MCS31

MCS32

MCS33

MCS34

MCS35

MCS36

MCS37

MCS38

MCS39

MCS40

MCS41

MCS42

MCS43



M8001C118
Nimero inteiro
M8001C119
Nimero inteiro
M8001C120
Nimero inteiro
M8001C121
Nimero inteiro
M8001C122
Nimero inteiro
M8001C123
Nimero inteiro
M8001C124
Nimero inteiro
M8001C125
Nimero inteiro
M8001C126
Nimero inteiro
M8001C127
Nimero inteiro
M8001C128
Nimero inteiro
M8001C129
Nimero inteiro
M8001C130
Nimero inteiro
M8001C131
Nimero inteiro
M8001C132
Nimero inteiro
M8001C133
Nimero inteiro
M8001C134
Nimero inteiro
M8001C135
Nimero inteiro
M8001C136
Nimero inteiro
M8001C137
Nimero inteiro
M8001C138
Nimero inteiro
M8001C139
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCS44

MCS45

MCS46

MCS47

MCS48

MCS49

MCS50

MCS51

MCS52

MCS53

MCS54

MCS55

MCS56

MCS57

MCS58

MCS59

MCS60

MCS61

MCS62

MCS63

MCS64

MCS65



M8001C140
Nimero inteiro
M8001C141
Nimero inteiro
M8001C142
Nimero inteiro
M8001C143
Nimero inteiro
M8001C144
Nimero inteiro
M8001C145
Nimero inteiro
M8001C146
Nimero inteiro
M8001C147
Nimero inteiro
M8001C148
Nimero inteiro
M8001C149
Nimero inteiro
M8001C150
Nimero inteiro
M8001C151
Nimero inteiro
M8001C152
Nimero inteiro
M8001C153
Nimero inteiro
M8001C154
Nimero inteiro
M8001C155
Nimero inteiro
M8001C156
Nimero inteiro
M8001C157
Nimero inteiro
M8001C158
Nimero inteiro
M8001C159
Nimero inteiro
M8001C160
Nimero inteiro
M8001C161
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCS66

MCS67

MCS68

MCS69

MCS70

MCS71

MCS72

MCS73

MCS74

MCS75

MCS76

MCS77

MCS78

MCS79

MCS80

MCS81

MCS82

MCS83

MCS84

MCS85

MCS86

MCS87



M8001C162
Nimero inteiro
M8001C163
Nimero inteiro
M8001C164
Nimero inteiro
M8001C165
Nimero inteiro
M8001C166
Nimero inteiro
M8001C167
Nimero inteiro
M8001C168
Nimero inteiro
M8001C169
Nimero inteiro
M8001C170
Nimero inteiro
M8001C171
Nimero inteiro
M8001C172
Nimero inteiro
M8001C173
Nimero inteiro
M8001C174
Nimero inteiro
M80O1C175
Nimero inteiro
M8001C176
Nimero inteiro
M8001C177
Nimero inteiro
M8001C178
Nimero inteiro
M8001C179
Nimero inteiro
M8001C180
Nimero inteiro
M8001C181
Nimero inteiro
M8001C182
Nimero inteiro
M8001C183
Nimero inteiro

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

Transmissoes

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

PUSCH

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

usando

MCS88

MCS89

MCS90

MCS91

MCS92

MCS93

MCS94

MCS95

MCS96

MCS97

MCS98

MCS99

MCS100

MCS101

MCS102

MCS103

MCS104

MCS105

MCS106

MCS107

MCS108

MCS109



M8001C184 | Transmissdes PUSCH usando MCS110
Nimero inteiro
M8001



Guia de Coleta de
Dados PM

Visao Geral

A pagina de Coleta de Dados PM permite gerenciar quais contadores de
Métricas de Desempenho (PM) sao armazenados no InfluxDB. As estacdes base
Nokia AirScale relatam mais de 22.000 contadores PM unicos, mas

armazenar todos eles nao é pratico nem necessario para a maioria dos casos
de uso.

Este guia explica como selecionar quais contadores coletar com base em seus
requisitos de monitoramento.

Inicio Rapido
Acessando a Pagina de Coleta de Dados PM

1. Navegue até o Painel de Controle: https://localhost:9443
2. Clique em Filtros de Dados no menu de navegacao

3. Visualize e gerencie as configuracoes de coleta de contadores PM

Entendendo a Interface

A pagina é dividida em duas secdes principais:



Secao Descricao

Dados PM Armazenados Contadores atualmente sendo coletados e

(Esquerda) armazenados no InfluxDB
Contadores Disponiveis Todos os 22.000+ contadores disponiveis
(Direita) para adicionar a sua colecao

Categorias de Contadores

Os contadores PM sdao categorizados pelo seu prefixo de cédigo, que indica a
tecnologia e a funcao:

Prefixo
Categoria de Contagem Descricao
Cdédigo
Contadores LTE L1/L2/L3
LTE M8xxx ~5.900
(ERAB, RRC, handover, etc.)
Contadores 3G WCDMA
WCDMA M5xxx ~885
(camada MAC, CQI, HSDPA)
Contadores 5G NR (MIMO
5G-NR M55xxx ~14.500 ) )
massivo, beamforming, etc.)
5G- . -
. M51xxx ~500 Mobilidade e medicdes 5G
Mobilidade
t
5G-Comum  M40xxXx ~250 Contadores

comuns/compartilhados 5G



Contadores Padrao

Na primeira inicializacao, valores padrao sensatos sao carregados de
priv/pm_counters.csv. Esses padroes incluem contadores essenciais para:

e Energia: Monitoramento do consumo de energia

* Volume de Dados: Métricas de volume de trafego

» Disponibilidade: Estatisticas de disponibilidade da célula

» Acessibilidade: Sucesso/falha da conexao RRC

* PRB: Utilizacao do Bloco de Recursos Fisicos

» Taxa de Transferéncia: Métricas de taxa de transferéncia UL/DL
* RRC: Estatisticas de conexao RRC

e ERAB: Contadores de configuracao e liberacao de E-RAB
 PDCP: Métricas da camada PDCP

» Handover: Estatisticas de handover entre células

e Interferéncia: Medicdes de interferéncia UL

Gerenciando Contadores

Adicionando Contadores

1. Use a caixa de pesquisa ou filtro de categoria na secao "Contadores
Disponiveis"

2. Clique nas linhas para selecionar contadores (a caixa de selecao aparecera
marcada)

3. Use Selecionar Todos para selecionar todos os contadores visiveis

4. Clique em Adicionar Selecionados para mové-los para a colecao
armazenada

Removendo Contadores

1. Na secao "Dados PM Armazenados", selecione os contadores a serem
removidos



2. Cligue em Remover Selecionados para parar de coletar esses contadores

Filtrando e Pesquisando

Ambas as secdes suportam:

* Pesquisa por texto: Filtrar por ID do contador ou descricao

* Filtro de categoria: Mostrar apenas contadores de uma categoria
especifica (LTE, 5G-NR, etc.)

Resetando para os Padroes

Clique em Resetar para os Padroes para restaurar a lista original de
contadores de priv/pm counters.csv. Isso removerd quaisquer adicdes
personalizadas.

Persistencia

Mudancas na sua selecao de contadores PM sao:

1. Persistidas em disco em priv/pm filters.etf
2. Sobrevivem a reinicializacoes da aplicacao

3. Entram em vigor imediatamente (sem necessidade de reinicializacao)

O gravador em lote do InfluxDB é notificado sobre as mudancas e
imediatamente comeca/parar de coletar os contadores afetados.

Consideracoes de Armazenamento

Por Que Nao Coletar Tudo?

Coletar todos os 22.000+ contadores resultaria em:



Cenario Impacto

~100-500 GB/més por site (dependendo do

Armazenamento ,

intervalo de coleta)
Carga de Escrita Pressao significativa de escrita no InfluxDB
Desempenho de Consultas de dashboard mais lentas devido ao
Consulta volume de dados

Custos mais altos de armazenamento e
Custo

computacao

Abordagem Recomendada

1. Comece com os padroes: Os contadores pré-configurados cobrem a
maioria das necessidades comuns de monitoramento

2. Adicione conforme necessario: Ao construir novos dashboards, adicione
contadores especificos que vocé precisa

3. Revise periodicamente: Remova contadores que nao estao mais sendo
usados

Referéncia de Contadores

Encontrando Descricoes de Contadores

A secdo "Contadores Disponiveis" mostra a descricao oficial da Nokia para cada
contador. Use a funcao de pesquisa para encontrar contadores por:

e ID do Contador (por exemplo, M8012C23)

« Palavras-chave da descricao (por exemplo, throughput, handover,
RSRP)



Exemplos Comuns de Contadores

Contador

M8012C23

M8012C26

M8001C2

M8011C24

M8011C37

M8013C17

M8020C3

M40001CO

Categoria

LTE

LTE

LTE

LTE

LTE

LTE

LTE

5G

Descricao

Taxa Média de Transferéncia UL por célula

Taxa Média de Transferéncia DL por célula

Atraso Médio de PDCP SDU DL

Utilizacao de PRB UL

Utilizacao de PRB DL

Usudrios Conectados RRC

Sucesso de Handover

Consumo de Energia

Arquivos de Configuracao

pm_counters.csv

Contadores padrao carregados na primeira inicializacao:

# Formato: contador,categoria,descricao
M8012C23,Throughput,Taxa Média de Transferéncia de Uplink
M8012C26,Throughput,Taxa Média de Transferéncia de Downlink
M8001C2,Availability,Disponibilidade da Célula

Localizagao: priv/pm _counters.csv



pm_metrics.csv

Referéncia completa de todos os contadores disponiveis:

# Formato: PM Code,Categoria,Descricao
M8000C6,LTE,S1 SETUP ATT
M800OC7,LTE,S1 SETUP SUCC

Localizacdo: priv/pm metrics.csv

Solucao de Problemas

Contadores Nao Estao Sendo Coletados

1. Verifique se o contador estd em "Dados PM Armazenados" (lado esquerdo)

2. Verifique se o eNodeB esta enviando dados PM (veja a pagina de Status do
InfluxDB)

3. Verifique se o ID do contador corresponde exatamente (sensivel a
maiusculas)

Mudancas Nao Entrando em Vigor

1. As mudancas de filtro sao aplicadas imediatamente ao gravador em lote

2. Novos dados s6 aparecem apos o proximo envio de PM do eNodeB
(tipicamente a cada 15 minutos)

3. Verifique os logs da aplicacao para erros [PmFilterStore]

4. Verifique se o disco é gravavel para o arquivo de persisténcia

Descricoes de Contadores Faltando

1. As descricdes dos contadores vém de priv/pm metrics.csv
2. Certifique-se de que este arquivo esta presente e formatado corretamente

3. Verifique se ha problemas de codificacao UTF-8



Documentacao Relacionada

. - Quanto tempo os dados PM sao mantidos
. - Construindo dashboards com dados PM
o - Consultando dados PM

Pontos de Acesso

e Coleta de Dados PM: https://localhost:9443/nokia/pm-filters
* Retencao de Dados: https://localhost:9443/nokia/retention
e Status do InfluxDB: https://localhost:9443/nokia/influx



Guia de Configuracao
em Tempo de Execucao
do RAN Monitor

Entendendo config/runtime.exs

Tabela de Conteudos

N o U kA w N

Visao Geral

O arquivo config/runtime.exs € o principal arquivo de configuragao para o
RAN Monitor. Ele é avaliado em tempo de execucao (quando a aplicacao é
iniciada), permitindo que vocé configure todos os aspectos do comportamento
do sistema.

O que é Configurado:

Conexdes de banco de dados (MySQL)

Endpoints e portas do servidor web

Detalhes da estacao base Nokia

Banco de dados de séries temporais InfluxDB



e Comportamento de logging

e Credenciais de seguranca

Localizacao do Arquivo:

config/runtime.exs

Quem Deve Usar Este Guia

Importante: Toda a configuracdo do RAN Monitor é realizada pela
Omnitouch como parte da implantacao inicial e suporte continuo. Este guia é

fornecido para:

* Usuarios avancados que desejam entender a configuracao do sistema

* Implantacoes autogerenciadas onde os clientes mantém sua prépria
configuracao

* Solucao de problemas e compreensao de como o sistema esta
configurado

* Implantacoes personalizadas com requisitos especificos

Se vocé é um cliente gerenciado pela Omnitouch, entre em contato
com o suporte da Omnitouch para quaisquer alteracoes de
configuracao.

Para entender quais dados estao sendo coletados, consulte
. Para criacao de dashboards, veja



Configuracao do Banco de Dados

Conexao MySQL/MariaDB

config :ran _monitor, RanMonitor.Repo,
username: "omnitouch",
password: "omnitouch2024",
hostname: "localhost",
database: "ran monitor",
stacktrace: true,
show sensitive data on connection error: true,
pool size: 10

Proposito: Configura a conexao com o banco de dados MySQL usado para
gerenciamento de estado de sessao e dados operacionais.

Parametros Explicados
username (String)

e Conta de usuéario do banco de dados
e Valor atual: "omnitouch"
» Uso: Deve ter privilégios de CREATE, SELECT, INSERT, UPDATE, DELETE

» Seguranca: Considere usar um usuario dedicado com privilégios minimos
necessarios

password (String)

Senha do banco de dados para autenticacao

Valor atual: "omnitouch2024"

Seguranca: Deve ser armazenada em varidveis de ambiente em producao

Recomendacao: Use senhas fortes e Unicas
hostname (5tring)

e Endereco do servidor de banco de dados

e Valor atual: "localhost"



e Opgcoes:
o "localhost" - Banco de dados na mesma maquina
o "127.0.0.1" - Conexao TCP para a maquina local
o "10.179.2.135" - IP do servidor de banco de dados remoto

o "db.example.com" - Nome do host do banco de dados remoto
database (String)

¢ Nome do banco de dados a ser usado
e Valor atual: "ran monitor"
e Nota: O banco de dados deve existir antes de iniciar o RAN Monitor

e Criacao: CREATE DATABASE ran _monitor CHARACTER SET utf8mb4 COLLATE
utf8mb4 unicode ci;

stacktrace (Boolean)

Incluir stacktraces nas mensagens de erro

Valor atual: true

Desenvolvimento: true - Ajuda na depuragao

Producao: false - Reduz o ruido nos logs

show_sensitive_data_on_connection_error (Boolean)

Mostrar credenciais nas mensagens de erro de conexao

Valor atual: true

Desenvolvimento: true - Facilita a solucao de problemas

Producao: false - Impede a exposicao de credenciais nos logs
pool_size (Integer)

e NUmero de conexdes de banco de dados a serem mantidas
e Valor atual: 10

¢ Guia de Dimensionamento:
o 1-5 dispositivos: pool size: 5

o

6-20 dispositivos: pool size: 10

(e]

21-50 dispositivos: pool size: 15

(o]

50+ dispositivos: pool size: 20



* Formula: Aproximadamente 2 conexdes por estacao base + 5 para a
interface web

Endpoints Web

O RAN Monitor executa varios servidores web para diferentes propdsitos.
Endpoint Principal SOAP/API

config :ran_monitor, RanMonitor.Web.Endpoint,
http: [ip: {0, 0, 0, O}, port: 8080],
check origin: false,
secret key base:
"v5t0S1/QRonjwOky7adGGfkBbrimiJyXhpesly/jvSZhqLZKREV+rlol/pR81lkbu",
server: true

Proposito: Endpoint principal para comunicacao com a estacao base
(interface SOAP para o protocolo Nokia NE3S).

ip (Tuple)

e Interface para vincular

e Valor atual: {0, 0, 0, 0} (todas as interfaces)

e Opgcoes:
o {0, 0, 0, 0} - Ouvirem todas as interfaces de rede
o {127, 0, 0, 1} - Ouvir apenas no localhost

o {10, 179, 2, 135} - Ouvir em um endereco IP especifico
port (Integer)

* Numero da porta TCP
e Valor atual: 8080

* Nota: As estacdes base devem ser configuradas para enviar dados a esta
porta



* Firewall: Certifique-se de que a porta esteja aberta para os IPs das
estacodes base

check_origin (Boolean)

e Validar cabecalhos de origem WebSocket/HTTP
e Valor atual: false

e Explicacao: Definido como false para a API SOAP (nao interface web
voltada para o usuario)

secret_key base (String)

* Chave de assinatura criptografica para sessoes
e Valor atual: string aleatéria de 64 caracteres
* Geragao: mix phx.gen.secret

» Seguranca: Mantenha isso em segredo, nunca comite em repositdérios
publicos

e Impacto: Alterar isso invalida todas as sessdes existentes
server (Boolean)

 Iniciar o endpoint quando a aplicacao é iniciada
e Valor atual: true

e Sempre: Deve ser true em runtime.exs



Interface Web do Painel de Controle

# Obter a porta HTTPS da varidvel de ambiente, padrao para 9443
https port =

String.to_integer(System.get env("CONTROL PANEL HTTPS PORT") ||
"9443")

config :control panel, ControlPanelWeb.Endpoint,
url: [host: "0.0.0.0", port: https port, scheme: "https"],
https: [
ip: {0, 0, 0, 0},
port: https port,
keyfile: "priv/cert/omnitouch.pem",
certfile: "priv/cert/omnitouch.crt"

Proposito: Endpoint HTTPS para a interface web do painel de controle.

Variaveis de Ambiente:

e CONTROL_PANEL HTTPS_ PORT - NUmero da porta HTTPS (padrao: 9443)
o Defina esta variavel de ambiente para alterar a porta HTTPS em tempo
de execucao

o Exemplo: export CONTROL PANEL HTTPS PORT=8443

url (Lista de palavras-chave)

e Configuracao da URL externa
e host: "0.0.0.0" - Aceitar conexdes de qualquer host

e port: Usa a variavel https port (configuravel via
CONTROL_PANEL _HTTPS_PORT)

 scheme: "https" - Usar protocolo HTTPS
https (Lista de palavras-chave)

e Configuracao do servidor HTTPS
e ip: {0, 0, 0, 0} -Vincular a todas as interfaces

e port: Usa a varidvel https port (deve corresponder a porta da URL)
» keyfile: Caminho para a chave privada SSL



e certfile: Caminho para o certificado SSL

Arquivos de Certificado SSL:

Devem ser certificados SSL/TLS validos

Certificados autoassinados funcionam para ambientes de laboratério

A producao deve usar certificados assinados por CA

Gere autoassinado:

openssl req -newkey rsa:2048 -nodes -keyout omnitouch.pem -x509
-days 365 -out omnitouch.crt

Endpoint Webhook Nokia AirScale

config :ran _monitor, RanMonitor.Web.Nokia.Airscale.Endpoint,
url: [host: "0.0.0.0"],
http: [ip: {0, 0, O, 0}, port: 9076],
server: true

Proposito: Recebe dados de desempenho em tempo real das estacdes base
Nokia AirScale.

port (Integer)

¢ Valor atual: 9076

* Nota: Deve corresponder a porta configurada na estacao base PMCADM
(rTpmCollEntityPortNum)

» Coordenacao: Esta porta deve corresponder ao que vocé configurou no
Editor de Parametros WebLM da Nokia



Configuracao do Logger

config :logger,
level: :info

config :logger, :console,
format: "$time $metadata[$level] $message\n",
metadata: [:request id]

Nivel de Log
level (Atom)

e Controla a verbosidade do logging

e Valor atual: :info

e Opcoes:
o :debug - Extremamente verboso, todos os detalhes
o :info - Operacdes normais, recomendado para producao
o :warning - Apenas avisos e erros

o :error - Apenas erros
Quando Usar Cada Nivel:

 Desenvolvimento: :debug - Veja todas as operacdes internas

* Producao: :info - Equilibrio entre visibilidade e ruido

* Solugao de Problemas: Defina temporariamente como :debug, depois
reverta

* Producgao Silenciosa: :warning - Apenas alertar sobre problemas

Formato do Console
format (String)

e Como as mensagens de log aparecem
e Valor atual: "$time $metadata[$level] $message\n”

e Variaveis:



[e]

$time - Timestamp

o

$metadata - Informacdes contextuais

(o]

$level - Nivel de log (info, error, etc.)

[e]

$message - Mensagem de log real
metadata (Lista de atomos)

¢ Contexto adicional a incluir
e Valor atual: [:request id]

* request_id: Rastreia solicitacdes HTTP individuais através do sistema

Integracao Nokia

Esta secao configura como o RAN Monitor se comunica com as estacdes base
Nokia.



config :ran_monitor,
general: %{

mcc: "505",
mnc: "57"
b
nokia: %{
ne3s: %{

webhook url: "http://10.5.198.200:9076/webhook",

private key: Path.join(Application.app dir(:ran _monitor,
"priv"), "external/nokia/ne.key.pem"),

public key: Path.join(Application.app dir(:ran monitor,
"priv"), "external/nokia/ne.cert.der"),

reregister interval: 30

}
airscales: [
%{
address: "10.7.15.67",
name: "ONS-Lab-Airscale",
port: "8080",
web username: "Nemuadmin",
web password: "nemuuser"
}

Configuracoes Gerais
mcc (String)

e Cdédigo do Pais Moével
Valor atual: "505"

Uso: Identifica o pais para redes 3GPP

Formato: 3 digitos

Referéncia:

mnc (String)

e Codigo da Rede Mdével

e Valor atual: "57"


https://www.itu.int/rec/T-REC-E.212

» Uso: Identifica o operador de rede especifico

 Formato: 2 ou 3 digitos

Configuracao NE3S (Protocolo Nokia NE3S)

webhook_url (String)

* URL onde as estacdes base enviam notificacdes
e Valor atual: "http://10.5.198.200:9076/webhook"
e Formato: http://<ran-monitor-ip>:<port>/webhook

» Endereco IP: Deve ser o endereco IP onde o RAN Monitor estd em
execucao

» Porta: Deve corresponder a porta de
RanMonitor.Web.Nokia.Airscale.Endpoint (9076)

e Caminho: Sempre /webhook
private_key (String - Caminho do arquivo)

e Chave privada para autenticacao do gerente

Valor atual: priv/external/nokia/ne.key.pem

Formato: Chave privada codificada em PEM

Seguranca: Mantenha este arquivo seguro, nunca compartilhe

Geracao: Fornecida pela Nokia ou gerada com OpenSSL
public_key (String - Caminho do arquivo)

e Certificado publico para identidade do gerente

Valor atual: priv/external/nokia/ne.cert.der

Formato: Certificado codificado em DER

Uso: Enviado para a estacao base durante o registro

Par: Deve corresponder a private_key
reregister_interval (Integer)

 Com que frequéncia re-registrar com as estacdes base (seqgundos)

e Valor atual: 30



* Explicacao: As sessdes expiram, a re-registrar periédica mantém a
conexao
e Faixa: 30-300 segundos
» Recomendacao: 30 segundos para monitoramento confidvel
Estacoes Base AirScale

airscales (Lista de mapas)

» Lista de estacbes base Nokia AirScale a serem monitoradas

e Valor atual: Uma estacao base configurada
Cada entrada de estacao base requer:

address (String)

Endereco IP da estacao base

Valor atual: "10.7.15.66"

Formato: Endereco IPv4 como string

Rede: Deve ser acessivel a partir do servidor RAN Monitor

Verificacao: ping 10.7.15.66 deve ter sucesso

name (String)

Nome amigavel para identificagao

Valor atual: "ONS-Lab-Airscale"

Uso: Aparece na interface Web, logs e tags do InfluxDB

Recomendacao: Use nomes descritivos (cddigos de site, locais, etc.)

Exemplos:
o "NYC-Site-A-BS1"
o "LAX-Tower-Main"

o "TestLab-Airscale-01"
port (String)

* Porta da interface de gerenciamento na estacao base
e Valor atual: "8080"



e Padrao: A Nokia AirScale normalmente usa 8080
» Verificacao: Verifique a documentacao da estacao base

* Nota: O valor é uma string, ndao um inteiro
web_username (String)

* Nome de usuario para autenticacao WebLM

e Valor atual: "Nemuadmin"

e Uso: Usado para chamadas de APl para gerenciar a estacao base
» Privilégios: Deve ter acesso de leitura/gravacao a configuracao

¢ Nota: Sensivel a maiusculas e minusculas

web_password (String)

Senha para autenticacao WebLM

Valor atual: "nemuuser"

Seguranca: Deve ser armazenada em variaveis de ambiente em producao

Rotacao: Alterar reqularmente de acordo com a politica de seguranca

Adicionando Multiplas Estacoes Base

Para monitorar varias estacdes base, adicione entradas adicionais a lista
airscales:



airscales: [
%q{
address: "10.7.15.66",
name: "ONS-Lab-Airscale",
port: "8080",
web username: "Nemuadmin",
web password: "nemuuser"

},
%{
address: "10.7.15.67",
name: "Site-A-Tower-1",
port: "8080",
web username: "admin",
web password: "passwordl23"
I
%{
address: "192.168.100.50",
name: "Site-B-Indoor",
port: "8080",
web username: "admin",
web password: "different password"
}

Configuracao do InfluxDB

config :ran _monitor, RanMonitor.InfluxDbConnection,

auth: [
username: "monitor",
password: "sideunderTexasgalaxyview 61"

1,
database: "nokia-monitor",

host: "10.179.2.135"

Proposito: Configura a conexao com o banco de dados de séries temporais
InfluxDB para armazenar métricas, alarmes e dados de configuracao.



Parametros Explicados

auth (Lista de palavras-chave)

Credenciais de autenticacao para o InfluxDB

username: Conta de usuario do InfluxDB ( "monitor")

password: Senha do InfluxDB ( "sideunderTexasgalaxyview 61")

Nota: Para InfluxDB 2.x, isso pode ser um token de APl em vez disso

database (String)

Nome do bucket/banco de dados no InfluxDB

Valor atual: "nokia-monitor"

InfluxDB 1.x: Nome do banco de dados
InfluxDB 2.x: Nome do bucket

Criacao: Deve ser criado antes de iniciar o RAN Monitor

# InfluxDB 1.x
influx -execute 'CREATE DATABASE "nokia-monitor"'

# InfluxDB 2.x
influx bucket create -n nokia-monitor -o your-org

host (String)

Endereco do servidor InfluxDB
Valor atual: "10.179.2.135"

Formato: Endereco IP ou nome do host

Porta: A porta padrao do InfluxDB (8086) é assumida

Exemplos:
o "localhost" - Mesmo servidor que o RAN Monitor

o "10.179.2.135" - Servidor InfluxDB remoto

o "influxdb.example.com" - Nome do host

Notas de Conexao do InfluxDB

Acesso a Rede:



¢ O RAN Monitor deve ser capaz de alcancar o servidor InfluxDB na porta
8086

e Verifique: curl http://10.179.2.135:8086/ping
Politicas de Retencao:

» Definidas via pagina de Retencao de Dados da interface Web
e Padrao: 30 dias (720 horas)

* Pode ser personalizado por estacao base

Desempenho de Escrita:

¢ O InfluxDB recebe gravacdes a cada intervalo de coleta (60s padrao)
» Cada estacao base gera centenas de pontos de dados por intervalo

e Monitore o espaco em disco do InfluxDB regularmente



Melhores Praticas de Configuracao

Seguranca

1. Proteja Dados Sensiveis

# Em vez de senhas codificadas:
password: "omnitouch2024"

# Use variadveis de ambiente:
password: System.get env("DB PASSWORD") || "default password"

2. Restringir Permissoes de Arquivo

chmod 600 config/runtime.exs
chown ran monitor:ran monitor config/runtime.exs

3. Nunca Comite Segredos

e Use .gitignore para runtime.exs se contiver segredos
* Use variaveis de ambiente ou sistemas de gerenciamento de segredos

e Rotacione senhas regularmente

Desempenho
1. Dimensionamento do Pool de Banco de Dados

* Monitore o uso de conexdes
* Aumente o pool_size se estiver vendo erros de tempo limite de conexao

e Cada dispositivo precisa de ~2 conexodes durante a sondagem ativa
2. Intervalos de Coleta

e Equilibre entre granularidade de dados e carga do sistema
e Intervalos de 60 segundos funcionam bem para a maioria das implantacdes

e Intervalos mais curtos (15s) para solucao de problemas



3. Otimizacao do InfluxDB

» Use politicas de retencao para gerenciar o uso de disco
e Monitore o desempenho de gravacao do InfluxDB

e Considere um servidor InfluxDB separado para grandes implantacdes

Confiabilidade

1. Configuracao de Rede

* Use enderecos IP estaticos para todos os componentes
» Verifique rotas de rede entre o RAN Monitor e as estacdes base
e Teste a conectividade antes de adicionar dispositivos

e Configure regras de firewall adequadamente
2. Estratégia de Logging

e Desenvolvimento: :debug para solucao de problemas detalhada
e Producao: :info para visibilidade operacional

» Sistemas criticos: Considere agregacao de logs externa
3. Monitorando o RAN Monitor

e Monitore o monitor (meta-monitoramento)
e Fique atento a erros de conexao com o banco de dados
e Acompanhe as taxas de sucesso de gravacao do InfluxDB

» Alerta sobre desconexdes de estacdes base

Manutencao

1. Alteracoes de Configuracao

Sempre faca backup do runtime.exs antes de alteracoes

Teste a configuracao em desenvolvimento primeiro

Documente alteracdes com comentarios

Reinicie o RAN Monitor ap6s alteracdes de configuracao



2. Adicionando Estacoes Base

# 1. Edite o runtime.exs
vim config/runtime.exs

# 2. Valide a sintaxe do Elixir
elixir -c config/runtime.exs

# 3. Reinicie a aplicacao
systemctl restart ran monitor

3. Consideracoes de Escalonamento

Monitore o uso de recursos (CPU, memobdria, rede)

Aumente o tamanho do pool de banco de dados a medida que o nUmero de
dispositivos cresce

Considere uma instancia separada do InfluxDB em 50+ dispositivos

Monitore o espaco em disco tanto para MySQL quanto para InfluxDB

Exemplo: Configuracao Completa

Aqui estd um exemplo completo com varias estacdes base e melhores praticas
aplicadas:



import Config

#

# Configuracao do Banco de Dados
#

config :ran _monitor, RanMonitor.Repo,

username: System.get env("DB USERNAME") || "ran monitor user",
password: System.get env("DB PASSWORD") || "change this password",
hostname: System.get env("DB HOST") || "localhost",

database: "ran monitor",

stacktrace: false, # Producao: ocultar stacktraces

show sensitive data on connection error: false, # Producao: oculte
credenciais

pool size: 15 # 6 estacbOes base * 2 + 3 de sobrecarga

#

# Endpoints Web
#

config :ran _monitor, RanMonitor.Web.Endpoint,

http: [ip: {0, 0, 0, 0}, port: 8080],

check origin: false,

secret key base: System.get env("SECRET KEY BASE") ||
"generate with mix phx gen secret",

server: true

config :control panel, ControlPanelWeb.Endpoint,
url: [host: "0.0.0.0", port: 9443, scheme: "https"],
https: [
ip: {0, 0, 0, 0},
port: 9443,
keyfile: "priv/cert/server.key",
certfile: "priv/cert/server.crt"

config :ran _monitor, RanMonitor.Web.Nokia.Airscale.Endpoint,
url: [host: "0.0.0.0"],
http: [ip: {06, 0, 0, 0}, port: 9076],



server: true

#

# Configuracao do Logger
#

config :logger,
level: :info # Configuracao de producao

config :logger, :console,
format: "$time $metadata[$level] $message\n”,

metadata: [:request id]

#

# Configuracao Nokia
#

config :ran_monitor,
general: %{

mcc: "001",
mnc: "001"
b
nokia: %{
ne3s: %{

webhook url: "http://10.179.2.135:9076/webhook",
private key: Path.join(Application.app dir(:ran_monitor,
"external/nokia/ne.key.pem"),
public key: Path.join(Application.app dir(:ran monitor,
"external/nokia/ne.cert.der"),
reregister interval: 30
},
airscales: [
# Site A - Torre Principal
%{
address: "10.7.15.66",
name: "“Site-A-Main-Tower",
port: "8080",
web username: "admin",
web password: System.get env("BS SITE A PASSWORD") ||

"priv'

Ilpr.ivll)

"passwc



# Site A - Torre de Backup
%{
address: "10.7.15.67",
name: "Site-A-Backup-Tower",
port: "8080",
web username: "admin",
web password: System.get env("BS SITE A PASSWORD")

}

# Site B - Interno
%{
address: "10.7.16.10",
name: "Site-B-Indoor-DAS",
port: "8080",
web username: "admin",
web password: System.get env("BS SITE B PASSWORD")

}

# Site C - Telhado
%{
address: "192.168.100.50",
name: "Site-C-Rooftop",
port: "8080",
web username: "admin",
web password: System.get env("BS SITE C PASSWORD")

}

# Laboratério - Equipamento de Teste
%{
address: "10.5.198.100",
name: "Lab-Test-Airscale-01",
port: "8080",
web username: "Nemuadmin",
web password: "nemuuser"

}'

# Laboratério - Desenvolvimento
%{
address: "10.5.198.101",
name: "Lab-Dev-Airscale-02",
port: "8080",
web username: "Nemuadmin",
web password: "nemuuser"

"passwc

"passwc

"passwc



#

# Configuracao do InfluxDB
#

config :ran monitor, RanMonitor.InfluxDbConnection,

auth: [
username: System.get env("INFLUX USERNAME") || "monitor",
password: System.get env("INFLUX PASSWORD") || "change this passv

1,

database: "nokia-monitor",
host: System.get env("INFLUX HOST") || "10.179.2.135"

Documentacao Relacionada

. - Operacoes do dia a dia

J - Configurando estacdes base

. - Definicdes de contadores de desempenho
. - Construindo dashboards e alertas

. - Referéncia da API REST

. - Gerenciando o ciclo de vida dos dados



Coleta de Dados MDT
com TCE

Entidade de Coleta de Tracos (TCE)

O RAN Monitor inclui uma Entidade de Coleta de Tracos integrada para capturar
e analisar mensagens de protocolo LTE/5G. Isso permite uma solucao de
problemas detalhada, testes de drive e otimizacao de RF.

O que é TCE?

A Entidade de Coleta de Tracos recebe dados de traco de estacdes base Nokia
AirScale contendo:

e Mensagens S1-AP - Sinalizacao do plano de controle entre eNodeB e EPC
» Mensagens RRC - Sinalizacdao de Controle de Recursos de Radio
» Mensagens NAS - Sinalizacao do Estrato Nao Acessivel

 Dados do Plano do Usuario - Informacdes de throughput da camada
PDCP



Componentes do TCE

Componente Protocolo Porta Propoésito

Recebe mensagens de

Servidor NSNTI TCP 49151 .
traco das estacdes base
Encaminha tracos para o
Servidor TZSP UDP 37008 Wireshark para analise em
tempo real
Decodificadores de ASN.1 Decodifica mensagens S1-
Protocolo ' AP e RRC
Como Funciona

Fluxa de Colets de Tracos

Usuario inicia sessho de trago

PR

Conectar {TCP 43151

Aceitar conexio
-
lcop [Sessdo de Trago Atrea]

Felatormo de Trago NSNT
{dados S1-AP, RRC, NAS

Anslizar ¢ decodifcar mensagerns

Encaminhar para Wireshari

=
Fm da sessho de traco
Fechar conexdo
-
Estacao Base Servidor NSNTI Coleta de Tragos Encaminhador TSP Wireshark
iForte de Trago) TOP-49151 Gerente UDP:37008

A pagina de Coleta de Tracos mostra conexdes ativas, porta de escuta NSNTI
(49151), configuracao TZSP e estacoes base conectadas.

Configuracao da Coleta de Tracos

1. Verifique se o TCE esta em execucao:



ss -tlnp | grep 49151
# Deve mostrar: LISTEN 0.0.0.0:49151

2. Configure o Traco da Estacao Base:

o Defina o IP de destino do traco para o servidor RAN Monitor
o Defina a porta de destino do traco para 49151
o Ative as categorias de traco (S1-AP, RRC, NAS conforme necessario)

o |nicie a sessao de traco

3. Configure o Wireshark:
Configuracao Basica:

o |nicie a captura na interface que recebe pacotes TZSP

o Use o filtro de captura: udp port 37008

Configuracao de Decodificacao de Protocolo:

O RAN Monitor usa portas UDP especificas para identificar diferentes tipos
de protocolo e canais RRC. Configure o recurso "Decode As" do Wireshark
para decodificar corretamente esses protocolos:

Método 1: Usando a GUI do Wireshark

i. Va para Analisar -» Decode As...
ii. Clique no botao + para adicionar novas entradas

iii. Configure cada linha da seguinte forma:



Campo

udp.port

sctp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

udp.port

Valor

36412

36412

37000

37001

37002

37003

37004

37008

37011

37012

38000

38001

38002

38003

38011

38012

Tipo

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Inteiro

Atual

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

(nenhum)

Decode As

SCTP

S1AP

TZSP

LTE RRC (DL-CCCH)

LTE RRC (DL-DCCH)

LTE RRC (BCCH)

LTE RRC (PCCH)

TZSP

LTE RRC (UL-CCCH)

LTE RRC (UL-DCCH)

MAC-LTE

MAC-LTE (DL)

MAC-LTE (BCH)

MAC-LTE (PCH)

MAC-LTE (UL)

MAC-LTE (RACH)

Método 2: Usando o arquivo decode_as_entries



Crie ou edite ~/.config/wireshark/decode as entries (Linux/Mac) ou
%SAPPDATA%\Wireshark\decode as entries (Windows):

# Mapeamentos de Porta TZSP do RAN Monitor
decode as entry: udp.port,36412, (none) ,SCTP
decode as entry: sctp.port,36412, (none),S1AP
decode as entry: udp.port,37000, (none),TZSP
decode _as entry: udp.port,37001, (none),LTE RRC
decode as entry: udp.port,37002, (none),LTE RRC
decode as entry: udp.port,37003, (none),LTE RRC
decode as entry: udp.port,37004, (none),LTE RRC
decode as entry: udp.port,37008, (none),TZSP
decode as entry: udp.port,37011, (none),LTE RRC
decode as entry: udp.port,37012, (none),LTE RRC
decode as entry: udp.port,38000, (none) ,MAC-LTE
decode as entry: udp.port,38001, (none),MAC-LTE
decode as entry: udp.port,38002, (none),MAC-LTE
decode as entry: udp.port,38003, (none) ,MAC-LTE
decode as entry: udp.port,38011, (none),MAC-LTE
decode as entry: udp.port,38012, (none),MAC-LTE

Guia de Referéncia de Portas:



Porta

36412

37000

37001

37002

37003

37004

37008

37011

37012

38000

38001

38002

38003

Protocolo

S1AP

RRC

RRC

RRC

RRC

RRC

TZSP

RRC

RRC

MAC-LTE

MAC-LTE

MAC-LTE

MAC-LTE

Canal/Tipo

Genérico

DL-CCCH

DL-DCCH

BCCH-DL-
SCH

PCCH

UL-CCCH

UL-DCCH

Genérico

Downlink

BCH

PCH

Descricao

Ponto de controle S1AP padrao
(eNodeB « EPC)

Fallback para tipos de canal RRC
desconhecidos

Canal de Controle Comum de
Downlink

Canal de Controle Dedicado de
Downlink

Canal de Controle de Broadcast
(Informacdes do Sistema)

Canal de Controle de Paging
Porta principal do ouvinte TZSP
Canal de Controle Comum de
Uplink (Solicitacao de Conexao

RRC)

Canal de Controle Dedicado de
Uplink (Relatérios de Medicao)

Fallback para tipos de canal MAC
desconhecidos

Canal Compartilhado de
Downlink

Canal de Broadcast

Canal de Paging



Porta Protocolo Canal/Tipo Descricao
38011 MAC-LTE Uplink Canal Compartilhado de Uplink

38012 MAC-LTE RACH Canal de Acesso Aleatédrio

Filtros de Exibicao Uteis:

# Mostrar todos os pacotes TZSP
tzsp

# Mostrar protocolos especificos
slap || rrc || mac-lte

# Mostrar apenas mensagens RRC de uplink
udp.port == 37011 || udp.port == 37012

# Mostrar apenas mensagens RRC de downlink
udp.port == 37001 || udp.port == 37002

# Mostrar estabelecimento de conexao RRC
rrc.rrcConnectionRequest || rrc.rrcConnectionSetup

# Mostrar mensagens de handover
slap.HandoverRequired || slap.HandoverCommand

Casos de Uso

Teste de Drive:

Capturar a experiéncia de RF do usuario final
Analisar o desempenho de handover
Medir a qualidade do sinal (RSRP, RSRQ, SINR)

Identificar buracos de cobertura

Solucao de Problemas:

e Depurar falhas na configuracao de chamadas



e Analisar problemas de handover
e Investigar chamadas perdidas

e Revisar eventos de mobilidade

Otimizacao de RF:

Validacao do planejamento PCI

Otimizacao de relacdes de vizinhanca

Ajuste de parametros de handover

Analise de cobertura e capacidade

Visao Geral

Minimizacao de Testes de Drive (MDT) permite coletar medicdes de radio
(RSRP, RSRQ, dados de cobertura) diretamente de UEs sem testes de drive
tradicionais. Este guia mostra como capturar dados MDT de estacdes base
Nokia AirScale usando a interface da Web do Omnitouch RAN Monitor e
visualiza-los no Wireshark.

Arquitetura

TCE
Equipamento do Usuério Medicées MDT Nokia AirScale Protocolo Ne3s Entidade de Coleta de Pacotes UDP Wireshark Mensagens RRC
Dispositivo LTE < eNodeB Porta 49151 Tragos Loopback 37008 Maquina Local Decodificadas
RAN Monitor

Engenheiro de Rede

A TCE (Entidade de Coleta de Tracos) esta integrada ao Omnitouch RAN Monitor
e lida com a conversao de tracos de protocolo Ne3s especificos da Nokia em
formatos padrao visualizaveis no Wireshark.

Pré-requisitos

Licencas Necessarias

O Nokia Airscale requer ativacdes de recursos, incluindo Dados de Medicao
por Chamada para coletar esses dados, e esses recursos devem estar
habilitados e configurados.



Entre em contato com a ONS se precisar de ajuda com licenciamento ou tiver

perguntas sobre sua implantacao especifica.

Requisitos do Sistema

Omnitouch RAN Monitor com TCE em execuc¢ao
Wireshark 3.0+ instalado em sua maquina
Plugins Lua do TCE instalados no Wireshark (veja )

Conectividade de rede com o AirScale

Configurando o Rastreamento MDT

O TCE embutido no RAN Monitor converte os dados de entrada da Nokia em
formatos visualizaveis padrao do Wireshark.

Passo 1: Configurar a Entidade de Coleta de
Tracos

Use a interface da Web do RAN Monitor para configurar a estacao base para
enviar tracos para o TCE:

o U b W N -

. Abra a interface da Web: https://<ran-monitor-ip>:9443
. Navegue até a pagina Estacoes Base

. Clique no dispositivo que deseja rastrear

. Va para a secao Gerenciamento de Configuracao

. Baixe a configuracao atual (backup)

. Edite a configuracao para adicionar/atualizar as configuracdes do TCE:

o |IP da Entidade de Coleta de Tracos: <Seu IP do RAN Monitor>
o Porta da Entidade de Coleta de Tracos: 49151

7. Faca o upload da configuracao modificada

8.
0.

Valide a configuracao (aguarde a validacao ser concluida)

Ative a configuracao

Para ajuda com parametros de configuracao especificos ou versoes de
software AirScale, entre em contato com a ONS.



Passo 2: Configurar MDT no AirScale

Ative o rastreamento MDT em sua estacao base. As opcdes de configuracao
incluem:

e Tipo de Traco: MDT Imediato (em tempo real) ou MDT Registrado (modo
0Ci0so)

» Escopo da Area: Especifico da célula, Area de Rastreamento ou PLMN

* Intervalo de Medicao: Com que frequéncia os UEs relatam (por exemplo,
5000ms)

e Tipo de Medicao: RSRP, RSRQ ou ambos

e Profundidade do Traco: Minima, Média ou Maxima

Entre em contato com a ONS para orientacoes sobre como configurar
esses parametros para seu caso de uso especifico.

Passo 3: Ativar a Sessao de Traco

Uma vez configurada, ative a sessao de traco no AirScale. A estacao base
comecara a enviar dados MDT para o TCE, que por sua vez os encaminhard
para sua maquina de monitoramento.

Visualizando Dados MDT no
Wireshark

Configurar Captura do Wireshark

1. Inicie o Wireshark em sua maquina

2. Capture na interface de loopback (1o no Linux, 100 no macOS,
Loopback no Windows)

3. Defina o filtro de captura: udp port 37008

4. Inicie a captura



Exemplo de captura do Wireshark mostrando mensagens de plano de controle
SI1AP (InitialUEMessage, Attach request), mensagens LTE RRC
(RRCConnectionReject, RRCConnectionReestablishment) e varios fluxos de
sinalizacao capturados via TCE.

Filtrar Medicoes MDT

Uma vez que os dados estao fluindo, use esses filtros de exibicao:

# Mostrar todos os Relatdrios de Medicao RRC
lte-rrc.measurementReport

# Mostrar todas as mensagens RRC de uplink
udp.dstport >= 37011 && udp.dstport <= 37012

# Filtrar por RSRP fraco (< -100 dBm)
lte-rrc.rsrpResult < 40

# Filtrar por RSRQ fraco (< -12 dB)
lte-rrc.rsrgResult < 22

Compreendendo os Dados

As medicdes MDT aparecem como mensagens RRC MeasurementReport
contendo:

» Medicoes da Célula Servidora: RSRP e RSRQ para a célula conectada
* Medicoes de Células Vizinhas: RSRP e RSRQ para células préximas

e IDs de Célula: IDs de célula fisica para correlacao



e Localizacao GPS: Se configurado e suportado pelo UE

Expanda a mensagem RRC no Wireshark para ver medicdes detalhadas

Radio Resource Control (RRC)
L- UL-DCCH-Message

L message: measurementReport
L- MeasurementReport
L measResults

- measResultServCell (RSRP/RSRQ da célula
servidora)

- measResultNeighCells (medicdes de células
vizinhas)

Exportar para Analise

Para analisar dados offline:

1. Arquivo - Exportar Disseccoes de Pacotes - Como CSV

2. Inclua os campos: lte-rrc.rsrpResult, lte-rrc.rsrqgResult, lte-
rrc.physCellld

3. Processar no Excel, Python ou outras ferramentas

Casos de Uso Comuns

Analise de Cobertura: Procure dreas com RSRP/RSRQ fracos

lte-rrc.rsrpResult < 40 || lte-rrc.rsrqResult < 22

Analise de Handover: Veja quais células vizinhas os UEs estao relatando

lte-rrc.MeasResultListEUTRA

Deteccao de Interferéncia: RSRP bom, mas RSRQ fraco indica interferéncia



lte-rrc.rsrpResult > 50 && lte-rrc.rsrqgResult < 20

Solucao de Problemas

Sem dados no Wireshark?

» Verifigue se o TCE esta em execucao: ps aux | grep beam

» Verifique se o Wireshark esta capturando loopback com o filtro udp port
37008

e Confirme se a sessao de traco estd ativa no AirScale

e Verifique se o IP/porta do TCE estao configurados corretamente na estacao
base

Dados incompletos?

e Verifique se as licencas estao ativas (MDT + Medicao por Chamada)
« Aumente a profundidade do traco para MAXIMO
e Certifigue-se de que os UEs suportam MDT (LTE Release 10+)

Para ajuda com configuracao, problemas de licenciamento ou
perguntas especificas sobre AirScale, entre em contato com a ONS.

Lista de Verificacao Rapida

Verifique se as licencas MDT e de medicao por chamada estao ativas
Configure o IP do TCE (IP do RAN Monitor) e a porta 49151 no AirScale
Inicie o TCE no servidor RAN Monitor

Ative a sessao de traco MDT na estacao base

Inicie a captura do Wireshark no loopback com o filtro udp port 37008
Aplique o filtro de exibicao: lte-rrc.measurementReport

Analise as medicdes e exporte conforme necessario



Suporte

« Omnitouch Network Services (ONS): Para configuracao do AirScale,
licenciamento e assisténcia na implantacao



Guia de Solucao de
Problemas

Resolucao de Problemas para RAN Monitor

Problemas comuns, procedimentos de diagndstico e solucées

5\
=
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Visao Geral

Este guia ajuda vocé a diagnosticar e resolver problemas comuns com o RAN
Monitor. Cada secao fornece sintomas, etapas de diagndstico e solugoes.

Abordagem de Solucao de Problemas
1. Identifique o Sintoma

e O que nao esta funcionando como esperado?

e Quando o problema comecou?



* O que mudou recentemente?

2. Reuna Informacoes

Verifique os logs da aplicacao

Revise o status do dispositivo na Interface Web

Verifique a conectividade do banco de dados

Revise as alteracdes de configuracao recentes

3. Diagnostique a Causa Raiz

Use ferramentas de diagndstico

Revise mensagens de erro

Teste componentes individuais

Isolar o problema

4. Implemente a Solucao

Aplique a correcao com base no diagnéstico

Verifique se a solucao resolve o problema

Monitore para recorréncia

Documente as descobertas

Antes de Comecar

Verifique o Basico:

O RAN Monitor esta em execugao? (ps aux | grep ran monitor)

Os servicos necessarios estao em execucao? (MySQL, InfluxDB)

A conectividade de rede estd funcionando?

Houve mudancas recentes?



Problemas de Conexao de
Dispositivos

Problema: Dispositivo Nao Registrado

Sintomas:

O dispositivo mostra "Nao Registrado" na Interface Web

Status vermelho (falhou) na pagina de Estacdes Base

Nenhuma métrica esta sendo coletada do dispositivo

Mensagens de erro nos logs da aplicacao
Etapas de Diagndstico:

1. Verifique a Conectividade da Rede

# Teste a conectividade béasica
ping <device-ip>

# Teste a porta de gerenciamento
telnet <device-ip> 8080

Esperado: Ping e conexao telnet bem-sucedidos
Se Falhar: Problema de rede - verifique rotas, firewall, status do dispositivo

2. Verifique a Configuracao

Na Interface Web — Estacdes Base — Clique no dispositivo —» Revise a
configuracao:

e O endereco IP esta correto?
e A porta esta correta (normalmente 8080)?

e As credenciais estao configuradas?

Em config/runtime.exs:
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address: "10.7.15.66", # IP correto?
name: "Site-A-BS1",

port: "8080", # Porta correta?
web username: "admin", # Nome de usuario correto?
web password: "password" # Senha correta?

¥

3. Verifique os Logs da Aplicacao
Interface Web - Logs da Aplicacao - Filtrar pelo nome do dispositivo
Procure por:

e [error] Authentication failed — Credenciais incorretas
e [error] Connection refused - Problema de porta/firewall
e [error] Timeout — Problema de conectividade de rede

e [error] Certificate error - Problema com chave/certificado do gerente
Solucoes:
Problema de Rede:

1. Verifique se o dispositivo esta ligado e operacional
2. Verifique as rotas de rede entre o RAN Monitor e o dispositivo

3. Verifique se o firewall permite:
o RAN Monitor - Porta do dispositivo 8080

o Dispositivo - RAN Monitor porta 9076 (webhooks)

4. Teste diretamente do servidor RAN Monitor

Credenciais Incorretas:

1. Verifique se as credenciais funcionam diretamente na interface WebLM do
dispositivo

2. Atualize as credenciais em config/runtime.exs

3. Reinicie o RAN Monitor

4. Monitore os logs para registro bem-sucedido



Problema de Porta/Firewall:

1. Verifique a porta correta na configuracao
2. Verifigue as regras do firewall em ambos os lados
3. Teste a acessibilidade da porta: telnet <device-ip> 8080

4. Revise as configuracoes de seguranca do lado do dispositivo

Problema com Chave/Certificado do Gerente:

1. Verifigue se os arquivos existem:
o priv/external/nokia/ne.key.pem

o priv/external/nokia/ne.cert.der
2. Verifique as permissdes dos arquivos (devem ser legiveis)
3. Verifique se os arquivos sao credenciais validas do gerente Nokia

4. Entre em contato com o suporte da Nokia se as chaves forem invalidas

Problema: Sessao Continua Expirando

Sintomas:

O dispositivo desconecta e reconecta repetidamente

Mensagens "Sessao expirada" nos logs

Status intermitente vermelho/verde na Interface Web

Lacunas na coleta de métricas

Etapas de Diagndstico:
1. Verifique as Informacoes da Sessao

Interface Web — Estacdes Base — Clique no dispositivo = Ciclo de Vida da
Sessao:

* Qual é o tempo de expiracao da sessao?
* O keep-alive esta funcionando?

e Com que frequéncia a sessao esta expirando?

2. Verifique o Intervalo de Keep-Alive



Em config/runtime.exs:

nokia: %{
ne3s: %{
reregister interval: 30 # Deve ser de 30 a 60 segundos
}
}

3. Verifique a Estabilidade da Rede

e Existem problemas intermitentes de rede?
» Verifique se ha perda de pacotes: ping <device-ip> -c 100

e Revise os logs da rede para interfaces flutuantes

4. Verifique a Sincronizacao do Reldgio

# No servidor RAN Monitor
date

# No dispositivo (se acessivel)
# Verifique se o horario esta sincronizado

Solucoes:
Intervalo de Keep-Alive Muito Longo:

1. Reduza reregister interval para 30 segundos
2. Reinicie o RAN Monitor

3. Monitore a estabilidade da sessao

Instabilidade da Rede:

1. Trabalhe com a equipe de rede para diagnosticar
2. Verifique se ha conectividade intermitente
3. Revise 0s logs de switches/roteadores

4. Considere caminhos de rede redundantes

Sincronizacao do Reldgio:



1. Configure NTP em ambos RAN Monitor e dispositivos
2. Verifique se os relégios estao sincronizados

3. Verifique se ha grandes diferencas de horario

Problema do Lado do Dispositivo:

1. Verifique os logs do dispositivo para erros
2. Verifique se a interface de gerenciamento do dispositivo esta estavel

3. Considere reiniciar o dispositivo se um problema de software for suspeito

Problema: Métricas Nao Aparecendo

Sintomas:

O dispositivo aparece como "Associado" (verde) na Interface Web

Mas nenhuma métrica aparece no InfluxDB

Nenhum dado nos dashboards do Grafana

A pagina de Status do InfluxDB mostra contagens zero ou baixas
Etapas de Diagndstico:

1. Verifique se o Dispositivo Esta Associado

Interface Web — EstacOes Base:

e O status do dispositivo estd verde?
¢ O timestamp do ultimo contato é recente?

e A sessao estd ativa?
2. Verifique a Conexao com o InfluxDB
Interface Web — Status do InfluxDB:

e O status da conexao estd verde?

¢ O RAN Monitor pode escrever no InfluxDB?

Teste a conectividade:



# Do servidor RAN Monitor
curl http://<influxdb-host>:8086/ping

3. Verifique os Logs da Aplicacao

Procure por:

e [error] InfluxDB write failed — Problema de conexao ou permissao

* [error] Failed to collect metrics — Problema de comunicacao com o
dispositivo

e [info] Metrics collected: 0 — Dispositivo nao retornando dados

4. Verifique o InfluxDB Diretamente

Consulta o InfluxDB para dados recentes:

# InfluxDB 1.x

influx -database 'nokia-monitor' -execute
SELECT COUNT(*) FROM PerformanceMetrics
WHERE basebandName=''"'Site-A-BS1'""'
AND time > now() - 1h

# InfluxDB 2.Xx
influx query 'from(bucket:"nokia-monitor")
|> range(start: -1h)

|> filter(fn: (r) => r.basebandName == "Site-A-BS1")
|> filter(fn: (r) => r. measurement == "PerformanceMetrics")
|> count()"'

Solucoes:

Problema de Conexao com o InfluxDB:

1. Verifique se o InfluxDB estd em execucao

2. Verifique config/runtime.exs para:
o Endereco do host

o Porta (8086)



o Nome do banco de dados/bucket

o Credenciais/token da API
3. Teste a conectividade do servidor RAN Monitor
4. Verifique se o firewall permite a porta 8086

5. Reinicie o RAN Monitor apds corrigir a configuracao

Problema de Permissao do InfluxDB:

1. Verifique se as credenciais tém permissao de escrita no bucket/banco de
dados

2. Verifique os logs do InfluxDB para erros de autenticacao
3. Recrie o token da API com as permissdes adequadas

4. Atualize config/runtime.exs com o novo token

5. Reinicie o RAN Monitor

Armazenamento do InfluxDB Cheio:

1. Verifique o espaco em disco: df -h
2. Revise as politicas de retencao
3. Limpe dados antigos ou expanda o armazenamento

4. Veja o

Dispositivo Nao Retornando Dados:

1. Verifique se o dispositivo esta configurado para enviar métricas
2. Verifique se a URL do webhook esta correta na configuracao do dispositivo
3. Verifique os logs do dispositivo para erros

4. Verifique se o receptor de webhook do RAN Monitor estd em execucao
(porta 9076)

Problemas de Coleta de Dados

Problema: Lacunas em Dados Histdricos

Sintomas:



» Dashboards do Grafana mostram lacunas na série temporal
* Pontos de dados ausentes para certos periodos

e Consultas ao InfluxDB retornam resultados incompletos
Etapas de Diagndstico:
1. Verifique o Tempo de Atividade da Aplicacao

Houve interrupcdes de servico durante o periodo da lacuna?

# Verifique os logs do sistema para reinicializacées
journalctl -u ran _monitor --since "2025-12-29" --until "2025-12-
30"

2. Verifique o Histdrico de Conectividade do Dispositivo

Interface Web — Estacdes Base — Dispositivo = Revise o histérico de "Ultimo
Contato"

» O dispositivo estava conectado durante o periodo da lacuna?

e Existem problemas de conectividade?
3. Verifique a Disponibilidade do InfluxDB
Houve interrupcdes no InfluxDB durante o periodo da lacuna?

e Verifique os logs do InfluxDB

¢ Revise o histérico de monitoramento/alertas
Solucoes:
Inatividade do RAN Monitor:

e Alacuna de dados é normal durante uma interrupcao de servico
» Dados histéricos nao podem ser preenchidos retroativamente

e Documente o incidente e restaure o servico

Desconexao do Dispositivo:



Investigue por que o dispositivo se desconectou

Corrija o problema de conectividade

A lacuna de dados é normal durante a desconexao

Dados futuros retomarao a coleta
Interrupcao do InfluxDB:

* As métricas provavelmente foram coletadas, mas ndao armazenadas
e Verifigue os logs do RAN Monitor para falhas de gravacao
e Restaure o servico do InfluxDB

e Alacuna de dados nao pode ser recuperada

Prevencao:

Implemente monitoramento para o tempo de atividade do RAN Monitor

Configure alertas para desconexdes prolongadas

Monitore a saude do InfluxDB

Considere HA/redundancia para sistemas criticos

Problemas na Interface Web

Problema: Nao é Possivel Acessar a Interface
Web

Sintomas:

¢ O navegador nao consegue se conectar a https://<ran-monitor-ip>:9443
e Timeout de conexao ou conexao recusada

e Erros de certificado SSL
Etapas de Diagndstico:

1. Verifique se a Interface Web Esta em Execucao

Verifique os logs da aplicacao:



[info] Running ControlPanelWeb.Endpoint with cowboy

Verifigue o processo:

ps aux | grep control panel
netstat -tulpn | grep 9443

2. Teste a Conectividade

De outra maquina:

telnet <ran-monitor-ip> 9443

Do proprio servidor RAN Monitor:

curl -k https://localhost:9443

3. Verifique o Firewall

# Verifique se a porta esta aberta
sudo iptables -L -n | grep 9443

# Ou
sudo firewall-cmd --list-ports

Solucoes:
Porta Nao Aberta:

1. Adicione a regra do firewall:

sudo firewall-cmd --add-port=9443/tcp --permanent
sudo firewall-cmd --reload

2. Teste 0 acesso novamente



Interface Web Nao Iniciada:

1. Verifique config/runtime.exs para a configuracao do endpoint web
2. Verifigue se os arquivos do certificado SSL existem

3. Verifigue os logs da aplicacao para erros de inicializacao

4. Reinicie o RAN Monitor

Problemas com Certificado SSL:

1. Verifique se os arquivos do certificado existem e sao legiveis:

ls -1 priv/cert/omnitouch.pem
ls -1 priv/cert/omnitouch.crt

2. Verifigue a validade do certificado:

openssl x509 -in priv/cert/omnitouch.crt -text -noout

3. Regenerate se expirado ou ausente
4. Reinicie o RAN Monitor

Porta Errada:

1. Verifiqgue config/runtime.exs para a porta configurada
2. Use a porta correta no navegador
3. Ou defina a variavel de ambiente CONTROL PANEL HTTPS PORT

Problema: Interface Web Carrega, Mas Nao
Mostra Dados

Sintomas:

* A Interface Web é acessivel
» As pdaginas carregam, mas mostram listas vazias ou contagens zero

e O dashboard nao mostra dispositivos

Etapas de Diagndstico:



1. Verifique a Configuracao do Dispositivo

Ha algo configurado em config/runtime.exs?

airscales: [
# Deve haver pelo menos um dispositivo

]

2. Verifique a Conexao com o Banco de Dados

Os dispositivos estao armazenados no MySQL?

mysql -u ran_monitor user -p ran_monitor -e "SELECT * FROM
airscales;"

3. Verifique os Logs da Aplicacao

Procure por erros de conexao com o banco de dados ou falhas de consulta.
Solucoes:

Nenhum Dispositivo Configurado:

1. Adicione dispositivos a config/runtime.exs
2. Reinicie o RAN Monitor

3. Os dispositivos devem aparecer na Interface Web

Problema de Conexao com o Banco de Dados:

1. Verifique se o MySQL esta em execucgao

2. Verifique a configuracao de conexao em config/runtime.exs
3. Teste a conexao com o banco de dados

4. Reinicie o RAN Monitor



Problemas de Banco de Dados

Problema: Erros de Conexao com o MySQL
Sintomas:

* Os logs da aplicacao mostram erros de conexao com o banco de dados
e A Interface Web mostra erros ao carregar paginas

¢ Mensagens de "timeout de conexao com o banco de dados"
Etapas de Diagnéstico:

1. Verifique se o MySQL Esta em Execucao

systemctl status mysql
# ou
systemctl status mariadb

2. Teste a Conexao

Do servidor RAN Monitor:
mysql -h <mysqgl-host> -u <username> -p <database>

3. Verifique a Configuracao

Em config/runtime.exs:

config :ran _monitor, RanMonitor.Repo,
username: "ran monitor user",
password: "password",
hostname: "localhost",
database: "ran monitor",
pool size: 10

Solucoes:



MySQL Nao Esta em Execucao:

1. Inicie o servico MySQL:

systemctl start mysql

2. Verifigue se inicia corretamente

3. O RAN Monitor reconectard automaticamente

Erro de Configuracao de Conexao:

1. Verifique o hostname, nome de usuario, senha, nome do banco de dados
2. Teste a conexao manualmente
3. Atualize config/runtime.exs se estiver incorreto

4. Reinicie o RAN Monitor

Problema de Rede:

1. Verifique a conectividade de rede com o servidor MySQL
2. Verifique se o firewall permite a porta 3306

3. Verifigue o endereco de ligacao do MySQL (deve permitir conexodes
remotas, se necessario)

Muitas Conexoes:

1. Verifique a configuracao de max_connections do MySQL
2. Reduza pool_size na configuracao, se necessario
3. Reinicie o RAN Monitor

Problemas de Desempenho

Problema: Alto Uso de CPU ou Memdria

Sintomas:

¢ O RAN Monitor usa CPU ou RAM excessiva



e O sistema fica lento ou nao responsivo
e Conexdes com o banco de dados expirando

e Tempo de resposta degradado
Etapas de Diagndstico:

1. Verifique o Uso de Recursos

# CPU e memoéria
top -p $(pgrep -f ran _monitor)

# Informacdes detalhadas do processo
ps aux | grep ran _monitor

2. Verifique o Numero de Dispositivos Monitorados
Quantos dispositivos estao configurados?

* Mais dispositivos = mais recursos necessarios

e Verifique se a contagem de dispositivos aumentou recentemente
3. Verifique os Intervalos de Coleta
Os intervalos de polling sao muito frequentes?

e Mais frequente = maior uso de CPU/rede

* O padrao é 10 segundos para métricas
4. Verifique o Tamanho do Pool do Banco de Dados

Em config/runtime.exs:

pool size: 10 # Pode precisar de ajuste

Solucoes:
Demais Dispositivos para Recursos:

1. Monitore tendéncias de uso de recursos



2. Aumente os recursos do servidor (CPU/RAM)
3. Ou reduza o numero de dispositivos monitorados

4. Considere escalar horizontalmente (multiplas instancias)

Pool do Banco de Dados Muito Grande:

1. Reduza pool_size na configuracao
2. Regra geral: 2 conexdes por dispositivo + 5 para a Interface Web
3. Reinicie o RAN Monitor

4. Monitore o uso de recursos

Vazamento de Memodria:

1. Monitore o uso de meméria ao longo do tempo
2. Se continuar aumentando, pode ser um vazamento de memoaria
3. Reinicie o RAN Monitor como uma correcao temporéaria

4. Relate o problema com logs e métricas

Desempenho de Gravacao do InfluxDB:

1. Verifique o uso de recursos do InfluxDB
2. Verifique se o InfluxDB nao é um gargalo
3. Considere um servidor InfluxDB separado

4. Revise as politicas de retencao para reduzir o volume de dados

Problema: Resposta Lenta da Interface Web
Sintomas:

e A Interface Web leva muito tempo para carregar paginas
¢ O dashboard esta lento

e Timeouts ao visualizar detalhes do dispositivo
Etapas de Diagndstico:

1. Verifique os Recursos do Servidor



O servidor RAN Monitor esta sobrecarregado?

top
free -h
df -h

2. Verifique o Desempenho do Banco de Dados

As consultas ao banco de dados estao lentas?

# Log de consultas lentas do MySQL
mysql -u root -p -e "SHOW VARIABLES LIKE 'slow query log%';"

3. Verifique a Laténcia da Rede

Ha alta laténcia para o banco de dados ou clientes?
Solucoes:

Problema de Recursos do Servidor:

1. Reduza a carga no servidor
2. Aumente os recursos do servidor

3. Mova bancos de dados para servidores separados

Desempenho do Banco de Dados:

1. Otimize a configuracao do MySQL
2. Adicione indices, se necessario (as tabelas devem té-los)

3. Aumente os recursos do servidor de banco de dados

Laténcia da Rede:

1. Investigue o caminho da rede
2. Considere mover componentes mais préximos

3. Use um banco de dados local, se possivel



Problemas de Alarme

Problema: Alarmes Nao Aparecendo
Sintomas:

» Falhas conhecidas ndo aparecem na pagina de Alarmes
* A contagem de alarmes é zero quando existem falhas

* Notificacdes de alarme atrasadas
Etapas de Diagnéstico:
1. Verifique se o Dispositivo Esta Enviando Alarmes

Verifique na interface de gerenciamento do dispositivo se os alarmes estao
configurados para serem enviados.

2. Verifique o Receptor de Webhook

O endpoint do webhook esta em execucao?
netstat -tulpn | grep 9076

Procure por:
tcp 0 0.0.0.0:9076 0.0.0.0:* LISTEN

3. Verifique a Configuracao do Webhook

Na configuracao do dispositivo, verifique se a URL do webhook aponta para o
RAN Monitor:

http://<ran-monitor-ip>:9076/webhook

4. Verifique os Logs da Aplicacao



Procure por erros do receptor de webhook ou falhas de analise de alarme.
5. Verifique o InfluxDB

Os alarmes estao sendo gravados?

influx -database 'nokia-monitor' -execute
SELECT COUNT(*) FROM Alarms WHERE time > now() - 1h

Solucoes:
Receptor de Webhook Nao Esta em Execucao:

1. Verifique config/runtime.exs para a configuracao do endpoint do
webhook

2. Verifique se a porta 9076 esta configurada
3. Reinicie o RAN Monitor

4. Verifique se a porta esta ouvindo

Dispositivo Nao Enviando:

1. Configure o dispositivo para enviar notificacdes de alarme
2. Verifigue a URL do webhook na configuracao do dispositivo

3. Teste a geracao de alarmes no dispositivo

Firewall Bloqueando:

1. Verifique se o dispositivo pode alcancar a porta 9076 do RAN Monitor
2. Adicione a regra do firewall, se necessario

3. Teste a conectividade: telnet <ran-monitor-ip> 9076 da rede do
dispositivo

Falha de Gravacao no InfluxDB:

1. Verifigue a conexao com o InfluxDB
2. Verifigue as permissdes de gravacao

3. Verifigue a capacidade de armazenamento do InfluxDB



4. Revise os logs da aplicacao para erros de gravacao

Ferramentas de Diagnodstico

Logs da Aplicacao
Acesse via Interface Web:

1. Navegue até a pagina de Logs da Aplicacao
2. Filtre por nivel de log
3. Pesquise por palavras-chave

4. Pause para revisar erros especificos

Acesse via Linha de Comando:

Se executando como servico systemd:
journalctl -u ran _monitor -f

Se executando via mix:
* Os logs aparecem na saida do console

Niveis de Log:

Emergéncia/Alerta/Critico - Problemas criticos do sistema

Erro - Erros que precisam de atencao

Aviso - Problemas potenciais

Info - Mensagens operacionais normais

Debug - Informacdes de diagnéstico detalhadas
Termos de Pesquisa Uteis:

e Nome do dispositivo (por exemplo, "Site-A-BS1")

e "error" ou "failed"



e "InfluxDB" ou "MySQL"

e "registration" ou "session"

Consultas ao InfluxDB

Consulta por métricas recentes:

influx -database 'nokia-monitor' -execute
SELECT * FROM PerformanceMetrics
WHERE basebandName='"'"'Site-A-BS1'"'
AND time > now() - 5m
LIMIT 10

Contar métricas por dispositivo:

influx -database 'nokia-monitor' -execute
SELECT COUNT(*) FROM PerformanceMetrics
GROUP BY basebandName

Consulta por alarmes:

influx -database 'nokia-monitor' -execute
SELECT * FROM Alarms
WHERE time > now() - 1lh

Consultas ao MySQL

Verifique os dispositivos configurados:

SELECT name, address, port, registration status
FROM airscales;

Verifique erros no banco de dados:



mysql -u ran_monitor user -p ran_monitor -e "SHOW PROCESSLIST;"

Diagnosticos de Rede

Teste a conectividade:

# Conectividade basica
ping <device-ip>

# Acessibilidade da porta
telnet <device-ip> 8080

nc -zv <device-ip> 8080

# Rastreio de rota
traceroute <device-ip>

Verifique o firewall:

# Liste as regras
sudo iptables -L -n -v

# Verifique uma porta especifica
sudo iptables -L -n | grep 8080

Obtendo Ajuda

Antes de Contatar o Suporte
Relna as seguintes informacoes:
1. Descricao do Problema

e O que nao esta funcionando?

¢ Quando comecou?



e O que mudou recentemente?
2. Mensagens de Erro

e Copie as mensagens de erro exatas dos logs
* Inclua timestamps

* Anote a frequéncia dos erros
3. Informacoes do Sistema

e Versao do RAN Monitor
e Sistema operacional e versao
* Versdes do banco de dados (MySQL, InfluxDB)

* NUmero de dispositivos monitorados
4. Resultados de Diagndstico

» Resultados das etapas de diagndstico acima
e Trechos de logs relevantes

e Configuracao (sanitizar senhas)
5. Impacto

e Quantos dispositivos afetados?
* |sso esta bloqueando operacoes?

e Qual é o impacto nos negdcios?

Recursos de Documentacao

. - Referéncia do painel de controle

. - Tarefas rotineiras

. - Detalhes de
configuracao

. - Configuracao de analises

. - Manipulacao de alarmes

. - Gerenciamento de dados

. - Visao geral completa



Recursos de Autoatendimento
Verifique os Logs Primeiro:

e Pagina de Logs da Aplicacao na Interface Web
e Logs do sistema: journalctl -u ran_monitor

e Logs do banco de dados

Revise Alteracoes Recentes:

Modificacdes em arquivos de configuracao

Adicdes/remocoes de dispositivos

Mudancas na rede

AtualizacOes de software

Teste a Funcionalidade Basica:

Vocé consegue acessar a Interface Web?

Os dispositivos estao aparecendo como conectados?

O InfluxDB esta acessivel?

As métricas estao fluindo?

Escalonamento
Se vocé nao conseguir resolver o problema:

1. Documente todas as etapas de diagndstico realizadas
2. Relna as informacoes listadas acima
3. Contate o suporte da Omnitouch com os detalhes

4. Esteja preparado para fornecer:
o Arquivos de configuragao (sanitizados)

o Trechos de logs
o Capturas de tela, se relevante

o Etapas para reproduzir



Documentacao Relacionada

. - Visao geral operacional completa

. - Guia do usuario do painel de controle

. - Tarefas do dia a dia

. - Procedimentos de manipulacao
de alarmes

. - Referéncia de
configuracao

. - Andlises e dashboards

. - Gerenciamento do ciclo de

vida dos dados



Guia da Interface Web

Painel de Controle do Monitor RAN - Referéncia da Interface do
Usuario

Guia completo para usar o painel de controle baseado na web do Monitor RAN
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Visao Geral

O Monitor RAN inclui um painel de controle baseado na web para
monitoramento e gerenciamento operacional em tempo real. A Interface Web



fornece visibilidade imediata sobre o status do dispositivo, alarmes,
configuracao e saude do sistema.

Interface Web vs. Grafana

A Interface Web é Melhor Para:

VerificacOes imediatas de status do dispositivo

Monitoramento de alarmes em tempo real

Gerenciamento de configuracao

Solucao de problemas de sessao

Administracao do sistema
Grafana é Melhor Para:

* Andlise de tendéncias histéricas

» Painéis personalizados de KPI

¢ Planejamento de capacidade a longo prazo
* |dentificacao de padroes

e Relatdérios executivos

Para painéis e analises do Grafana, consulte o

Acessando a Interface Web

O painel de controle é acessado via HTTPS:
URL: https://<ran-monitor-ip>:9443

Porta Padrao: 9443 (configuravel via variavel de ambiente
CONTROL_PANEL_HTTPS_PORT)

Certificados SSL:

» Certificados autoassinados funcionam para ambientes de laboratério

* Producao deve usar certificados assinados por CA



* Certificados configurados em config/runtime.exs

Para detalhes de configuracao, consulte o

Atualizacao Automatica: A maioria das paginas atualiza automaticamente a
cada 5 segundos para mostrar dados em tempo real.

Painel Principal

O painel fornece uma visao geral da sua infraestrutura RAN.

Secoes Principais
Status do Sistema

» Indicadores de salde geral

e Tempo de atividade e conectividade do sistema
Resumo do Dispositivo

e Contagem de dispositivos associados/falhados
* Visao geral do status de registro

* Instantaneo rapido da saude do dispositivo
Alarmes Ativos

e Contagem atual de falhas por severidade
* Niveis de severidade codificados por cor (Critico, Maior, Menor, Aviso)

e Links rapidos para detalhes do alarme
Atividade Recente

« Ultimos eventos e mudancas
e Atualizacdes de configuracao

e Mudancas de status de sessao



Recursos

Atualizacdes automaticas a cada 5 segundos

Indicadores de status codificados por cor (verde = saudavel, vermelho =
problemas)

Navegacao clicadvel para visualizacdes detalhadas

Atualizacdes de métricas em tempo real

Pagina de Estacoes Base

Visualize todos os dispositivos gerenciados com seu status atual e informacodes
de sessao.

URL: https://<ran-monitor-ip>:9443/nokia/enodeb

Pagina de Status do eNodeB NOKIA mostrando a lista de dispositivos com
status de conexao, estado da sessao e botoes de acao.



Resumo de Estatisticas

A barra superior mostra contagens agregadas de dispositivos:

Estatistica Descricao

Total de Dispositivos Numero de dispositivos configurados

Conectados Dispositivos com sessdes ativas
Pendentes Dispositivos aguardando registro
Desconectados Dispositivos sem sessao ativa

Tabela de Dispositivos

Coluna Descricao
Nome Nome do dispositivo conforme configurado

Status de conexao: "Conectado" (verde) ou "Desconectado"
(vermelho)

Status
Endereco Endereco IP e porta do dispositivo

Sessao Estado da sessao: "Ativa" (verde) ou "Inativa" (cinza)

Acoes Botdes de acao do dispositivo

Botoes de Acao

Cada linha de dispositivo tem botdes de acao:



Botao Descricao
Ping Testar conectividade de rede com o dispositivo
Config Visualizar a configuracao atual do dispositivo

Acessar operacdes de gerenciamento de configuracao

Config Ops ) . . .

9 %op (baixar, enviar, validar, ativar)
Forcar Forcar tentativa de re-registro para dispositivos
Retentativa desconectados

Painel de Detalhes do Dispositivo

Clicar em uma linha de dispositivo mostra detalhes adicionais:

Campo Descricao
ID do Gerente Identificador interno do gerente
ID da Sessao Identificador da sessao atual

Tipo de Agente Tipo de agente do dispositivo (por exemplo, COMA)

Fornecedor Fornecedor do dispositivo (Nokia)

Filtragem e Pesquisa

e Filtrar por status de conexao
e Pesquisar por nome do dispositivo ou endereco IP

e Classificar por qualquer coluna



Visualizacao de Detalhes do
Dispositivo

Cligue em qualquer dispositivo da pagina de Estacdes Base para ver
informacdes abrangentes.

Detalhes de Registro

e |dentidade do gerente e status de autenticacao
e Timestamp de registro
e Credenciais de autenticacao em uso

e Chaves e certificados do gerente

Ciclo de Vida da Sessao

Hora de criacao da sessao

Hora de expiracao da sessao

Intervalo e status de keep-alive

Ultimo timestamp de keep-alive

Tempo restante até a expiracao

Métricas Recentes

« Ultimos instantaneos de dados de desempenho
e Valores de contadores e timestamps
e Status de coleta de métricas

¢ Intervalos de coleta de dados

Alarmes Ativos

» Falhas atuais para este dispositivo especifico
e Severidade e descricao do alarme
e Timestamps dos alarmes

» Informacdes sobre a causa provavel



Estado da Configuracao

Valores atuais dos parametros

Mudancas recentes na configuracao

Timestamp da configuracao

Histérico de mudancas de parametros

Pagina de Alarmes

Monitore todas as falhas em sua rede em uma visao centralizada.

Informacoes sobre Alarmes

Niveis de Severidade:

Critico (Vermelho) - Afetando o servico, acao imediata necessaria

Maior (Laranja) - Degradacao significativa, atencao urgente necessaria

Menor (Amarelo) - Nao afetando o servico, deve ser abordado

Aviso (Azul) - Informativo, monitorar para tendéncias

Resolvido (Verde) - Alarme anteriormente ativo foi resolvido
Detalhes do Alarme:

e Descricao do problema
e Causa provavel
e Sistema afetado (DN - Nome Distinto)

» Timestamps (quando o alarme ocorreu e foi atualizado pela ultima vez)

Recursos
Codificacao por Cor:

* |dentificacao visual imediata da severidade

¢ VVermelho = Alarmes criticos



Laranja = Alarmes maiores

Amarelo = Alarmes menores

Azul = Avisos

Verde = Resolvido
Classificacao e Filtragem:

e Classificar por severidade, dispositivo ou tempo
e Filtrar por tipo de alarme

e Pesquisar por problemas especificos
Links de Dispositivos:

e Clique no alarme para visualizar detalhes do dispositivo afetado
» Referenciar com meétricas do dispositivo

* Navegar para a configuracao do dispositivo

Para procedimentos detalhados de manuseio de alarmes, consulte o

Gerenciamento de Configuracao

A Interface Web fornece ferramentas para gerenciar configuracdes de
dispositivos de forma segura e eficiente.

Baixar Configuracao
Proposito: Recuperar e fazer backup da configuracao atual
Passos:

1. Navegue até a pagina de detalhes do dispositivo
2. Clique em "Baixar Configuracao"
3. A configuracao é recuperada do dispositivo

4. Salve a configuracao como arquivo XML



Melhor Pratica: Sempre baixe e salve a configuracao antes de fazer
alteracdes

Enviar Configuracao
Propdsito: Aplicar nova configuracao ao dispositivo
Passos:

1. Selecione o arquivo de configuracao XML
2. Clique em "Enviar Configuragao"
3. A configuracao é enviada ao dispositivo (cria um "plano")

4. O sistema retorna um ID de Plano para rastreamento

Importante: O envio apenas cria um plano - nao ativa a configuracao

Validar Configuracao
Propdsito: Verificar se a configuracao é valida antes da ativacao
Passos:

1. Insira o ID do Plano do envio
2. Clique em "Validar"
3. O dispositivo valida a sintaxe e os parametros

4. O sistema confirma a prontidao para ativacao ou relata erros

Nota: Sempre valide antes de ativar para evitar erros de configuracao

Ativar Configuracao
Propdsito: Aplicar o plano de configuracao validado
Passos:

1. Insira o ID do Plano validado
2. Clique em "Ativar Configuracao"

3. As mudancas entram em vigor imediatamente no dispositivo



4. Monitore o status para sucesso/falha

Aviso: A ativacao é imediata e pode afetar o servico - garanta que a validacao
foi aprovada primeiro

Fluxo de Trabalho de Configuracao
Processo Recomendado:

. Baixe a configuracao atual (backup)

. Modifique a configuracao offline

. Envie a nova configuracao (obtenha o ID do Plano)
. Valide a configuracao (verifigue se nao ha erros)

. Ative se a validacao for bem-sucedida

. Verifique se as mudancas foram efetivas

~N~N o0 o b WN

. Monitore o dispositivo para estabilidade

Para detalhes de configuracao da estacao base, consulte o

Pagina de eNodeBs Nao
Configurados

Descubra e gerencie estacdes base que estao tentando se conectar e que
ainda nao estao configuradas no sistema.

Propodsito

A pagina de eNodeBs Nao Configurados ajuda vocé a:

Descobrir novas estacdes base na rede

Identificar dispositivos tentando conexdes nao autorizadas

Verificar identificadores de dispositivos antes de adicionar a configuracao

Rastrear tentativas de conexao de equipamentos desconhecidos



Informacoes Exibidas
ID do Agente

e |dentificador do dispositivo detectado a partir das tentativas de conexao

» Use este ID ao adicionar o dispositivo a configuracao
Ultima Vista

e Timestamp da tentativa de conexao mais recente

e Ajuda a identificar dispositivos ativos vs. inativos
Ocorréncias

 Numero de vezes que o dispositivo tentou se conectar

» Tentativas frequentes podem indicar ma configuracgao
Primeira Vista

e Quando o dispositivo foi detectado pela primeira vez

o Util para rastrear novos equipamentos

Acoes Disponiveis
Atualizar

e Recarregar a lista de dispositivos nao configurados

» Atualiza timestamps e contagens de ocorréncias
Excluir

e Remover entradas individuais da lista

« Util para limpar dispositivos antigos/desativados
Limpar Tudo

¢ Remover todos os registros de dispositivos nao configurados

e Novo comeco para a lista



Ajuda de Configuracao
Quando dispositivos aparecem aqui, siga estes passos:

1. Anote o ID do Agente da tabela
2. Adicione a configuracao do dispositivo a config/runtime.exs:

airscales: [
%{
address: "10.7.15.66",
name: "Site-A-BS1",
port: "8080",
web username: "admin",
web password: "password"

3. Reinicie o Monitor RAN para comecar a monitorar o dispositivo

Para instrucdes detalhadas de configuracao, consulte o

Casos de Uso

 Descoberta de Rede: Encontrar novas estacoes base adicionadas a rede

e Seguranca: Identificar tentativas de conexao nao autorizadas

* Provisionamento: Verificar identificadores de dispositivos antes da
configuracao

* Desativacao: Rastrear tentativas de dispositivos que deveriam estar

offline

Pagina de Logs de Aplicacao

Painel de registro em tempo real para solucao de problemas e monitoramento
da atividade do sistema.



Niveis de Log
Filtrar por Nivel de Log:

» Emergéncia - Falhas criticas do sistema
» Alerta - Acdao imediata necessaria

e Critico - Condic0es criticas

e Erro - Condicdes de erro

e Aviso - Condicoes de aviso

e Nota - Normal, mas significativo

* Info - Mensagens informativas

e Debug - Informacdes detalhadas de depuracao

Nota: Ao filtrar, o nivel selecionado e todos 0s niveis de severidade mais altos
sao exibidos.

Recursos
Pesquisa e Filtragem:

e Pesquisa de texto em todas as mensagens de log
» Streaming de log em tempo real (4ltimas 500 mensagens)

 Filtrar por nivel de log
Controles:

* Pausar/Retomar - Parar o streaming de log ao vivo para revisar
mensagens

e Limpar - Remover todos os logs da exibicao

* Nivel do Sistema - Alterar dinamicamente o nivel de log em toda a
aplicacao

Codificacao por Cor:

* Vermelho - Niveis de Emergéncia/Alerta/Critico
* Vermelho Claro - Nivel de Erro

¢ Amarelo - Nivel de Aviso



¢ Ciano - Nivel de Nota

e Azul - Nivel de Info

* Cinza - Nivel de Debug
Casos de Uso

Solucao de Problemas de Conexao:

 Filtrar por erros de dispositivos especificos
e Pesquisar por nomes de dispositivos ou enderecos IP

» Revisar mensagens de falha de conexao
Monitorar Atividade do Sistema:

» Assistir logs de nivel informativo para operacdes normais
e Rastrear eventos de registro de dispositivos

e Monitorar atividade de coleta de dados

Depurar Problemas:

Definir temporariamente o nivel de depuracao

Reproduzir o problema

Revisar logs detalhados

Reverter para nivel informativo quando terminar
Investigar Falhas:

e Pesquisar mensagens de erro e rastreamentos de pilha
» Revisar timestamps em torno do horario da falha

e Correlacionar com eventos do dispositivo

Melhores Praticas

* Use Pausa ao revisar sequéncias de erro especificas
» Defina o nivel de log apropriado:
o Info para producao

o Debug para solucao de problemas



o Aviso para producao silenciosa

* Pesquise de forma eficaz usando nomes de dispositivos ou palavras-
chave de erro

 Mudancas no nivel de log persistem até a reinicializacao da aplicacao

Pagina de Politica de Retencao de
Dados

Gerencie por quanto tempo os dados sao armazenados no InfluxDB para cada
estacao base.

Exibicao de Configuracoes Globais
Periodo de Retencao Padrao

e Politica de retencao em todo o sistema em horas/dias

e Configurada em config/config.exs
e Padrao: 720 horas (30 dias)

Total de Registros

e Contagem de todos os pontos de dados em todos os dispositivos

» Atualizado na atualizacao da pagina
Status de Limpeza Automatica

* Mostra execucdes de limpeza a cada hora

e Status do trabalhador em segundo plano

Configuracoes por Dispositivo
Para cada estacao base configurada:

Informacoes do Dispositivo:



e Nome do dispositivo

e Status de registro (Registrado/Nao Registrado)

» Configuracao atual do periodo de retencao

Contagens de Registros:

* Métricas de Desempenho - NUmero de pontos de dados PM

armazenados

» Configuracao - NiUmero de instantaneos de configuracao

e Alarmes - NUmero de registros de alarme

Total - Soma de todos os registros para este dispositivo

Acoes:

Atualizar Periodo de Retencao - Alterar horas de retencao (aplica-se
apenas a este dispositivo)

Limpar Dados Antigos - Acionar manualmente a limpeza com base no
periodo de retencao

Limpar Todos os Dados - Excluir todos os dados para este dispositivo
(irreversivel)

Como Funciona a Retencao

1.

Padrao Global - Definido no arquivo de configuracao, aplica-se a todos os
dispositivos

. Substitui®@ao por Dispositivo - Opcionalmente definir retencéo

personalizada para dispositivos especificos

. Limpeza Automatica - Executa a cada hora, exclui dados mais antigos

gue o periodo de retencao

. Limpeza Manual - Use "Limpar Dados Antigos" para forcar limpeza

imediata

Periodos de Retencao Comuns

720 horas (30 dias) - Monitoramento operacional de curto prazo

2160 horas (90 dias) - Retencao padrao para a maioria das implantacdes



e 4320 horas (180 dias) - Retencao estendida para conformidade

» 8760 horas (365 dias) - Analise histérica de longo prazo

Casos de Uso

e Reduzir o uso de armazenamento diminuindo o periodo de retencdo
* Manter dados criticos do dispositivo por mais tempo do que outros
e Limpar dados de teste antes da producao

e Gerenciar o uso de espaco em disco do InfluxDB

Aviso: Limpar todos os dados é permanente e ndao pode ser desfeito. Sempre
verifigue antes de executar.

Para informacdes detalhadas sobre a politica de retencao, consulte o

Pagina de Status do InfluxDB

Monitore a saude e o status do seu banco de dados de séries temporais
InfluxDB.

URL: https://<ran-monitor-ip>:9443/nokia/influx



Pagina de Status do InfluxDB mostrando status de conexdo, medicoes,
desempenho do gravador em lote e informacbes de armazenamento.

Status de Conexao

Campo Descricao
Status de Indicador verde quando conectado, vermelho quando
Conexao desconectado

Banco de Dados Nome do bucket InfluxDB configurado

Versao do

Versao do banco de dados detectada (2.x)
InfluxDB

Medicoes e Pontos de Dados

Contagens de pontos de dados em tempo real para cada tipo de medicao:



Medicao

Métricas de
Desempenho

Configuracao

Alarmes

Total

Descricao

Pontos de dados PM coletados dos
dispositivos

Instantaneos de configuracao armazenados
Registros de alarme no banco de dados

Soma de todos os pontos de dados

Desempenho do Gravador em Lote

Estatisticas para o processo de gravador em lote do InfluxDB que lida com toda

a ingestao de dados:



Métrica Descricao

Pontos esperando para serem escritos. Codificado por
Tamanho da Fila cor: verde (< 1000), amarelo (< 10000), laranja (<
20000), vermelho (>= 20000)

Taxa de Porcentagem de pontos de dados duplicados
Filtragem bloqueados de serem escritos

Contagem de contadores PM filtrados (contadores nao
PM Filtrados do painel que nao estao na lista de dados PM
armazenados)

. Pontos descartados devido ao transbordo da fila (deve
Quedas de Fila .
ser 0 em operacao normal)

Cache de NUmero de hashes de configuracao uUnicos
Configuracao armazenados em cache para deteccao de delta
Cache de Numero de alarmes ativos armazenados em cache
Alarmes para deteccao de delta

Métricas adicionais:



Métrica

Total Escrito

Flushes

Filtrados

Dados Escritos

Taxa de Transferéncia

Tempo de Atividade do
Gravador

Ultimo Flush

Descricao

Pontos acumulados escritos no InfluxDB
desde a inicializacao

NUmero de operacoes de flush em lote

Total de pontos duplicados filtrados (nao
escritos)

Total de bytes escritos no InfluxDB

Taxa de transferéncia de escrita atual (KB/s
ou MB/s)

Tempo desde que o gravador em lote foi
iniciado

Tempo desde o ultimo flush bem-sucedido

Limpar Caches: Redefine os caches de deteccao de delta. Use quando quiser
forcar a reescrita de todos os dados (por exemplo, apds alteracdes de

esquema).

Informacoes de Armazenamento

Campo

Politicas de

Descricao

Configuracoes de retencao atuais (padrao: Indefinido)

Retencao

Tamanho estimado do banco de dados com base nas
contagens de registro

Uso de Disco

Atividade Timestamp da Ultima atualizacao



Detalhes de Configuracao

Campo Descricao
Host Nome do host do servidor InfluxDB
Porta Porta do servidor InfluxDB (padrao: 8086)
Bucket Nome do bucket InfluxDB
Status Insignia de status de conexao

NUmero de tipos de medicdes (3: PerformanceMetrics,

Medicoes ) i
Configuration, Alarms)

Diagnosticos de Saude
Indicadores de status para a saude do sistema:

» Conectividade do InfluxDB - Banco de dados acessivel e respondendo

» Coleta de Dados - Métricas de desempenho sendo coletadas dos
dispositivos

 Retencao de Dados - Status da politica de retencao atual

« Ultima Sincronizacao - Sincronizacdo de dados mais recente

Atualizacao Automatica

A pagina atualiza automaticamente a cada 30 segundos.



Interpretacao do Status

Condicao

Conectado + Contagens de
Dados Crescendo

Conectado + Sem Dados

Desconectado

Tamanho da Fila Alto
(amarelo/vermelho)

Altas Quedas de Fila

Alta Taxa de Filtragem

Casos de Uso

Significado

Sistema operando normalmente

Verifique o registro do dispositivo e a
configuracao do contador PM

Verifique se o InfluxDB estd em execucao
e a conectividade da rede

Problema de desempenho de escrita do
InfluxDB ou laténcia de rede

Transbordo da fila - aumente o tamanho
do lote ou reduza a taxa de coleta

Bom - indica deteccao eficaz de
duplicatas

Verifigue se o InfluxDB esta recebendo dados

Monitore a salde e a taxa de transferéncia do gravador em lote
Solucione problemas de desempenho de escrita

Verifigue a eficacia do cache de deteccao de delta

Confirme se os dados estdao sendo escritos

Pagina de Métricas do Sistema

Monitoramento de desempenho em tempo real para o gravador em lote do

InfluxDB e recursos do sistema.



URL: https://<ran-monitor-ip>:9443/nokia/metrics

Pagina de Métricas do Sistema mostrando estatisticas do gravador em lote do
InfluxDB e contagens de gravacao por Airscale.

Gravador em Lote do InfluxDB

Estatisticas resumidas para o processo de gravador em lote:



Métrica Descricao

Numero de pontos de dados esperando para serem
escritos no InfluxDB

Tamanho da Fila

NUmero total de flushes em lote desde a

Contagem de Flush . = =
inicializacao

Total de Pontos ,
. Pontos de dados acumulados escritos no InfluxDB
Escritos

. Tempo desde a ultima operacao de flush bem-
Ultimo Flush ,
sucedida

Estatisticas de Escrita do InfluxDB por Airscale

Divisao por dispositivo dos dados escritos no InfluxDB:
Coluna Descricao

Airscale Nome do dispositivo

Métricas de :
Contagem de pontos de dados PM escritos

Desempenho
. . Contagem de instantaneos de configuracao
Configuracao _
escritos
Alarmes Contagem de registros de alarme escritos

. Soma de todos os pontos de dados para este
Total de Registros ) N
dispositivo

Timestamp da gravacao mais recente para este

Ultima Gravacao . .
dispositivo



A linha de totais na parte inferior mostra contagens agregadas em todos 0s
dispositivos.

Recursos do Sistema

Utilizacao de recursos da VM Erlang:

Métrica Descricao
Memdria Total Memoria total alocada para a VM Erlang

Memodria do o
Memoria usada pelos processos Erlang
Processo

Memoria usada para dados binarios (XML, cargas
JSON)

Memodria Binaria

Meméria de Atomo Meméria usada para atomos

Contagem de

NUmero de processos Erlang ativos
Processos

NUmero de processos esperando por tempo de

Fila de Execucao i |
CPU (0 € saudavel)

Atualizacao Automatica

A pagina atualiza automaticamente a cada 5 segundos.

Casos de Uso

* Monitore a saude e a taxa de transferéncia do gravador em lote
e |dentifique dispositivos com alto volume de dados

e Solucione problemas de desempenho de escrita

» Verifique se os dados estao fluindo de todos os dispositivos

¢ Monitore o uso de recursos do sistema



Pagina de Coleta de Dados PM

Controle quais contadores de Métricas de Desempenho (PM) sdo armazenados
no InfluxDB. As estacdes base Nokia AirScale relatam mais de 22.000
contadores PM exclusivos, mas apenas um subconjunto é normalmente

necessario para painéis.

URL: https://<ran-monitor-ip>:9443/nokia/pm-filters

Pagina de Coleta de Dados PM mostrando contadores armazenados (esquerda)
e contadores disponiveis (direita) com filtros de categoria.



Como Funciona a Filtragem PM

Dados PM do eNodeB (22.000+ contadores)

v

| |
| Filtro de Lista Branca de Contadores PM |

| Apenas "Dados PM Armazenados" passam |
: 66—
|
\4
Fila de Gravacao
|
v
InfluxDB

O gravador em lote filtra os dados PM recebidos contra a lista de "Dados PM
Armazenados". Contadores que nao estao nesta lista sao descartados antes da
fila, reduzindo o armazenamento e melhorando o desempenho de consulta.

Layout da Interface

Secao Descricao

Dados PM Armazenados Contadores atualmente sendo coletados e
(Esquerda) escritos no InfluxDB

Contadores Disponiveis Todos os 22.000+ contadores disponiveis
(Direita) para adicionar

Chaves de Configuracao Parametros de configuracao sendo
(Inferior) rastreados (de config keys.csv)

Painel de Dados PM Armazenados

Os contadores nesta lista sao escritos no InfluxDB quando recebidos dos
dispositivos.



Filtros:

e Pesquisa: Filtrar por ID de contador ou descricao
e Categoria: Filtrar por tecnologia (LTE, 5G-NR, etc.)

* Fonte: Filtrar por Padrao (do CSV) ou Adicionado (adicionado pelo usuario)
Acoes:

* Remover Selecionados: Parar de coletar contadores selecionados
¢ Selecionar Todos: Selecionar todos os contadores visiveis

* Redefinir para Padroes: Restaurar lista original do pm counters.csv

Painel de Contadores Disponiveis
Navegue e adicione contadores do completo referéncia PM da Nokia.
Filtros:

e Pesquisa: Encontrar contadores por ID ou palavras-chave de descricao

e Categoria: Filtrar por categoria de tecnologia
Acoes:

e Adicionar Selecionados: Comecar a coletar contadores selecionados

* Selecionar Todos: Selecionar todos os contadores visiveis (limitado a 200
exibidos)



Categorias de Contadores

Categoria Prefixo de Coadigo Descricao
LTE M8xxx Contadores LTE L1/L2/L3
WCDMA M5xxx Contadores 3G WCDMA
5G-NR M55xxx Contadores 5G NR
5G-Mobilidade M51xxx Métricas de mobilidade 5G
5G-Comum M40xxx Contadores comuns 5G
Persisténcia

As mudancas sao:

* Persistidas em disco em priv/pm filters.etf

e Sobrevivem a reinicializacoes da aplicacao

« Entram em vigor imediatamente (sem necessidade de reinicializagao)
Estatisticas Relacionadas

A pagina de Status do InfluxDB mostra estatisticas de filtragem:

 PM Filtrados: Contagem de pontos PM descartados (nao na lista branca)

 Taxa de Filtragem: Porcentagem de pontos de configuracao/alarmes
duplicados bloqueados

Para orientacdes detalhadas sobre selecao de contadores, consulte o



Pagina de Gerenciamento de
Dados

Gerencie dados em cache, arquivos temporarios e armazenamento persistente.

URL: https://<ran-monitor-ip>:9443/nokia/data

Pagina de Gerenciamento de Dados mostrando cache ETS, arquivos
temporarios e opcoes de limpeza de dados do InfluxDB.

Cache ETS (Em Memdria)

Caches volateis em memoria que sao limpos na reinicializacao da aplicacao:



Cache Descricao

Cache de Configuracao Dados de configuracao de dispositivo em
Nokia cache

Cache de Alarmes Nokia Registros de alarmes ativos em cache
Cache de Registro de Contagens de registros de politica de
Retencao retencao em cache

Cache de Status do
InfluxDB

Status de conexao do InfluxDB em cache

Limpar Todo o Cache ETS: Remove todas as entradas dos caches em
memodria. Os dados sao regenerados na préxima solicitacao.

Arquivos Temporarios
Arqguivos criados durante a extracao e processamento de configuracao:

e Extracdes TAR de downloads de configuracao de dispositivos

* Arquivos temporarios criados durante o processamento

Limpar Arquivos Temporarios: Remove arquivos temporarios do diretério
/tmp.

Dados do InfluxDB (Persistente)

Dados de séries temporais armazenados no InfluxDB para cada dispositivo:

e Métricas de desempenho (contadores PM)
* Instantaneos de configuracao

e Registros de alarme

Limpeza por Dispositivo: Cligue em "Limpar Dados" ao lado de um
dispositivo para remover todos os dados do InfluxDB para esse dispositivo.



Limpar Tudo: Remove todos os dados do InfluxDB para todos os dispositivos.
Use com cautela.

Registro de Dispositivos

Mostra a contagem de dispositivos registrados. As configuracdes dos
dispositivos sao carregadas de config/runtime.exs na inicializacao e
armazenadas em ETS.

Casos de Uso

Liberar memoria limpando caches

Limpar arquivos temporarios apés solucao de problemas

Remover dados de teste antes do uso em producao

Limpar dados de dispositivos desativados

Fluxos de Trabalho da Interface
Web

Fluxos de trabalho operacionais comuns usando a Interface Web.

Verificacao de Saude Diaria
Proposito: Verificar a salde do sistema no inicio do turno
Passos:

. Abra o painel principal
. Verifique se todos os dispositivos mostram status verde

. Verifigue a contagem e severidade dos alarmes

1
2
3
4. Revise quaisquer dispositivos vermelhos/falhados
5. Investigue problemas conforme necessario

6

. Documente quaisquer acdes tomadas



Tempo: < 5 minutos

Investigacao de Alarmes
Proposito: Responder e resolver alarmes
Passos:

Abra a pagina de Alarmes
. Classifique por severidade (Critico primeiro)
. Cligue no alarme para detalhes completos

. Navegue até o dispositivo afetado

1.
2
3
4
5. Referencie com métricas recentes
6. Determine a acao necessaria

7. Implemente a resolucao

8

. Verifique se o alarme foi resolvido

Para procedimentos detalhados de manuseio de alarmes, consulte o

Atualizacao de Configuracao
Propdsito: Atualizar a configuracao do dispositivo de forma segura
Passos:

. Baixe a configuracao atual (backup)

. Modifique a configuracao offline usando ferramentas apropriadas
. Envie a nova configuracao para o dispositivo

. Anote o ID do Plano retornado

. Valide a configuracao usando o ID do Plano

. Se a validacao for bem-sucedida, ative a configuracao

. Verifique se as mudancas foram efetivas

. Monitore a estabilidade do dispositivo por 15-30 minutos
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. Documente a mudanca no sistema de gerenciamento de mudancas

Notas de Seguranca:



Sempre valide antes de ativar
Faca alteracdes durante janelas de manutencédo sempre que poss@@vel
Tenha um plano de reversao pronto

Monitore por comportamentos inesperados

Adicionando uma Nova Estacao Base

Propdsito: Adicionar estacao base recém-implantada ao monitoramento

Passos:
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. Verifique a pagina de eNodeBs Nao Configurados para o dispositivo
. Anote o ID do Agente e o0 endereco IP

. Adicione o dispositivo a config/runtime.exs

. Reinicie a aplicacao Monitor RAN

. Verifique se o dispositivo aparece na pagina de Estacbes Base

. Confirme se o registro foi bem-sucedido (status verde)

. Verifique se as métricas estao fluindo para o InfluxDB

. Defina a politica de retencao se necessario

. Adicione aos painéis do Grafana

Para operacdes detalhadas, consulte o

Solucao de Problemas de Conectividade do
Dispositivo

Proposito: Diagnosticar e corrigir problemas de conexao do dispositivo

Passos:
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. Verifique a pagina de Estacdes Base para o status do dispositivo
. Se vermelho/falhado, clique no dispositivo para detalhes

. Revise as informacdes da sessao e o Ultimo horario de contato

. Verifique os Logs de Aplicacao para mensagens de erro

. Verifique a conectividade da rede (ping no dispositivo)

. Confirme se as credenciais estao corretas



7. Verifique se o dispositivo esta acessivel na porta configurada
8. Revise os logs do lado do dispositivo, se necessario
9. Reinicie a conexao ou o dispositivo conforme necessario

10. Verifique a recuperacao

Para solucao de problemas detalhada, consulte o

Documentacao Relacionada

. - Configuracao inicial e implantacao

. - Tarefas operacionais do dia a dia

. - Manuseio e escalonamento de
alarmes

. - Configuracao do
sistema

. - Analises e painéis

. - Gerenciamento do ciclo de

vida dos dados

. - Problemas comuns e solucoes



Guia de Operacoes do
Monitor RAN

Plataforma de Monitoramento e Gerenciamento da Rede de Acesso
Radio (RAN)

por Omnitouch Network Services
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=
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Visao Geral

O Monitor RAN é uma plataforma de gerenciamento e monitoramento para
estacdes base Nokia AirScale em redes 3GPP LTE e 5G. Ele fornece visibilidade
em tempo real sobre a saude, desempenho e configuracao do seu equipamento
RAN.



Principais Recursos

* Monitoramento em Tempo Real - Coleta continua de métricas de
desempenho e alarmes

* Gerenciamento Automatizado - Mantém conexdes persistentes com as
estacodes base

* Analise Historica - Armazena dados para analise de tendéncias e
planejamento de capacidade

* Painel Web - Visibilidade operacional em tempo real através da interface
Web integrada

* Integracao com Grafana - Analises avancadas e painéis personalizados



Componentes do Sistema

Componente

Gerenciador do
Monitor RAN

Painel de
Controle da
Interface Web

Banco de Dados
MySQL

InfluxDB

Grafana

Servidor TCE
NSNTI

Encaminhador
TCE TZSP

Propdsito

Aplicativo central que

gerencia conexdes
com estacoes base

Painel operacional em

tempo real

Estado da sessao e
configuracao do
dispositivo

Armazenamento de
métricas de séries
temporais

Painéis de analise e
alertas

Coleta de
rastreamento das
estacodes base

Exportacao de
rastreamento em
tempo real para
Wireshark

Acesso

Servico em segundo plano

https://&lt;servidor&gt;: 9443

Interno

http://&lt;servidor&gt;:8086

http://&lt;servidor&gt;:3000

Porta TCP 49151

Porta UDP 37008

Exemplo: Painel de Monitoramento Detalhado



Painel de monitoramento abrangente mostrando o status das conexées S1 por
LNMME, estado operacional, dados transferidos, UEs conectados, uso médio de
PRB, métricas de monitoramento de desempenho e mapa de cobertura
geografica. Este painel fornece aos operadores de rede visibilidade instantanea
sobre a saude dos dispositivos, status de conectividade e indicadores-chave de
desempenho.

O que o Monitor RAN Faz

O Monitor RAN opera continuamente em segundo plano para:

1. Registrar e Conectar - Estabelece conexdes seguras com suas estacdes
base Nokia

2. Coletar Dados de Desempenho - Coleta KPIs a cada 10 segundos
(configuravel)

3. Monitorar Alarmes - Acompanha falhas e seus niveis de gravidade

4. Rastrear Configuracao - Registra o estado do sistema e mudancas de
parametros

5. Armazenar Dados Historicos - Preserva métricas em banco de dados de
séries temporais

6. Fornecer Visibilidade - Exibe status em tempo real através da interface
Web e Grafana



Fluxo de Dados

Estacdo Base Maonitor RAN Armazenamento de Dados Interface Web/Grafana

Ciclo de Monitoramento Continuo

Registrar & Estabelecer Sess3o

[

Sessio Estabelecida

loop [A cada 10 segundaos]

Solicitar Métricas de Desempenho

[

Dados de Métricas

Armazenar Métricas

T

loop [A cada 10 segundos]

Solicitar Alarmes

Falhas Ativas

Armazenar Alarmes

loop [A cada 1 horal

Solicitar Configuragao

[

Config XML

Salvar como arguive versionado (se alterado)

—

Consultar Dades Histdricos

-

Exibir Analises
e

Estacdo Base Monitor RAN Armazenamento de Dados Interface Web/Grafana

O que é Coletado
Métricas de Desempenho:

» Disponibilidade e tempo de atividade da célula

Taxa de transferéncia de trafego (uplink/downlink)

Utilizacao de recursos (uso de PRB)

Taxas de sucesso na configuracao de chamadas

Desempenho de transferéncia

Medicoes de qualidade de radio



Alarmes:

Gravidade da falha (Critica, Maior, Menor, Aviso)

Sistemas e componentes afetados

Causa provavel e descricdes

Carimbos de data/hora e duracoes
Configuracao:

e Capturas completas de configuracao XML (armazenadas como arquivos
versionados)

e Deteccdo automatica de mudancas e versionamento
e Historico de configuracao e trilha de auditoria

« Ultimas 10 versdes retidas por dispositivo

Para detalhes sobre gerenciamento de configuracao, consulte o

Para definicoes detalhadas de contadores, consulte a

Arquitetura do Sistema

Visao Geral da Infraestrutura

Conexao (@llenciada Conexagiierenciada




Visao Geral da Configuracao

Infraestrutura RAN Operactes & Anslises
Interface Web
Maokia AlrScale Mpkia AlrScale Mokia ArScalbe Grafana
Maonitoramento &m . .
Estacio Bases 1 Estmclo Base 2 Estacho Base M. Ansglises & Paingls
Tempo Real

Conexho Gerenclads Conexio Gerenclads Conexbo Gerenclads Consultar

Sist=ma Mondkar RAN

Agents de Consultar
Gerenclamentn

‘Escrever Métricas
Estada -
*
Banco de Dados MySOL
Estado da SessBo

Para detalhes completos da configuracao, consulte o

Entidade de Coleta de
Rastreamento (TCE)

O Monitor RAN inclui uma Entidade de Coleta de Rastreamento integrada para
capturar e analisar mensagens de protocolo LTE/5G. Isso permite uma solucao
detalhada de problemas, testes de campo e otimizacao de RF.

O que é TCE?

A Entidade de Coleta de Rastreamento recebe dados de rastreamento das
estacdes base Nokia AirScale contendo:

e Mensagens S1-AP - Sinalizacao do plano de controle entre eNodeB e EPC
 Mensagens RRC - Sinalizagao de Controle de Recursos de Radio
» Mensagens NAS - Sinalizacao do Estrato Nao Acessivel

 Dados do Plano do Usudrio - Informacdes de taxa de transferéncia da
camada PDCP



Casos de Uso
Teste de Campo:

e Capturar a experiéncia de RF do usuario final
* Analisar o desempenho de transferéncia
e Medir a qualidade do sinal (RSRP, RSRQ, SINR)

¢ |dentificar buracos de cobertura

Solucao de Problemas:

Depurar falhas na configuracao de chamadas

Analisar problemas de transferéncia

Investigar chamadas perdidas

Revisar eventos de mobilidade

Otimizacao de RF:

Validacao do planejamento de PCI

Otimizacao de relacdes de vizinhanca

Ajuste de parametros de transferéncia

Analise de cobertura e capacidade

Para procedimentos completos de coleta de rastreamento e andlise no
Wireshark, consulte o

Visao Geral da Interface Web

O Monitor RAN inclui uma interface Web integrada para monitoramento e
gerenciamento operacional em tempo real.

Acesso: https://<ran-monitor-ip>:9443

O painel principal fornece visibilidade instantanea sobre a satde do sistema,
status do dispositivo e alarmes ativos.



Paginas Principais
Painel Principal
Visao geral do sistema em tempo real com:

Indicadores de salide do sistema

Resumo do status do dispositivo (contagens associadas/falhadas)

Contagens de alarmes ativos por gravidade

Atividade e eventos recentes

Atualiza automaticamente a cada 5 segundos para visibilidade em
tempo real.

Pagina de Estacoes Base

Visualize todos os dispositivos gerenciados com seu status atual:

Status da conexao (verde = associado, vermelho = falhado)

Estado de registro e informacodes da sessao

Carimbo de data/hora do ultimo contato

Capacidades de filtragem, pesquisa e ordenacao

Clique em qualquer dispositivo para ver informacdes detalhadas, incluindo
detalhes de registro, ciclo de vida da sessao, métricas recentes e alarmes
ativos.



Pagina de Alarmes

Monitore todas as falhas em sua rede:

e Colorido por gravidade (Vermelho = Critico, Laranja = Maior, Amarelo =
Menor, Azul = Aviso, Verde = Limpo)

» Detalhes do alarme, causa provavel, sistema afetado
e Rastreamento de carimbos de data/hora e duracao

e Ordenar por gravidade e capacidades de filtragem

Para procedimentos de manuseio de alarmes, consulte o



Gerenciamento de Configuracao

Gerencie com seguranca as configuracoes das estacdes base:

1. Baixar configuracao atual (backup)

2. Carregar nova configuracao — receber ID do Plano
3. Validar configuracao usando o ID do Plano

4. Ativar configuracao validada

5. Verificar se as mudancas tiveram efeito

Sempre valide antes de ativar para evitar interrupcoes no servico.

Arquivo de Configuracao: Todas as mudancas de configuracao sao
rastreadas e versionadas automaticamente. Visualize configuracdes histoéricas,
baixe versdes anteriores ou compare mudancas através da pagina de Arquivo
de Configuracao.

Para procedimentos detalhados, consulte o
eo



eNodeBs Nao Configurados

Descubra estacbes base tentando se conectar que ainda nao estao

configuradas:

» |ID do Agente (use ao adicionar a configuracao)
e Carimbo de data/hora do ultimo visto
¢ NUmero de tentativas de conexao

e Acdes: Atualizar, Excluir, Limpar Tudo

Caso de Uso: Quando novas estagcdes base sao implantadas, elas aparecem
aqui. Copie o ID do Agente e adicione-o a config/runtime.exs.



Logs da Aplicacao

Painel de logs em tempo real para solucao de problemas:

Filtrar por nivel de log (Emergéncia a Depuracao)

Pesquisar em todas as mensagens

Pausar/Retomar streaming ao vivo

Alterar dinamicamente o nivel de log do sistema

Colorido por gravidade

Para procedimentos de solucao de problemas, consulte o



Politica de Retencao de Dados

Gerencie por quanto tempo os dados sao armazenados no InfluxDB:

» Visualizar politica de retencao global e contagens totais de registros
» Definir periodos de retencao por dispositivo

» Visualizar contagens de registros por tipo de medicao (Métricas de
Desempenho, Configuracao, Alarmes)

e Acionar manualmente a limpeza ou limpar todos os dados de um
dispositivo

Para informacdes completas sobre retencao de dados, consulte o



Status do InfluxDB

Monitore a salde do banco de dados de séries temporais:

Indicador de status da conexao

Contagens de medicodes por tipo

Informacdes de armazenamento

Versao e configuracao do banco de dados

Atualiza automaticamente a cada 5 minutos

Interpretando o Status:

e Conectado + Contagens Crescentes = Operacao Normal
e Conectado + Sem Dados = Verifique o registro do dispositivo

* Desconectado = Verifique a conectividade do InfluxDB



Guia Completo da Interface Web

Para documentacao abrangente da Interface Web, incluindo todos os recursos,
fluxos de trabalho e melhores praticas, consulte:

- Referéncia completa do painel de controle

Monitoramento com Grafana

Enquanto a Interface Web fornece visibilidade em tempo real, o Grafana
permite uma analise histérica profunda e painéis personalizados.

Por que Usar Grafana?
Grafana é Melhor Para:

* Analise de tendéncias histéricas ao longo de dias/semanas/meses



» Painéis personalizados de KPl adaptados as suas necessidades
¢ Planejamento de capacidade a longo prazo

» |dentificacao de padroes e deteccao de anomalias

» Relatdrios executivos e rastreamento de SLA

e Alertas avancados com canais de notificacao

A Interface Web é Melhor Para:

Verificacbes imediatas de status do dispositivo

Monitoramento de alarmes em tempo real

Gerenciamento de configuracao

Solucao de problemas de sessao

Tarefas de administracao do sistema

Exemplo de painel Grafana mostrando disponibilidade da célula, tendéncias de
taxa de transferéncia e utilizacdo de recursos

Tipos de Painéis
Painel de Resumo Executivo:

» Visao geral da saude da rede

e Contagem total de alarmes por gravidade



» Disponibilidade média da célula em todos os sites
» Métricas agregadas de taxa de transferéncia e capacidade

e Grade de status do dispositivo

Painel de Operacoes NOC:

Tabela de problemas ativos em tempo real

Medidores de utilizacao de recursos

Visao geral do trafego (Ultimas 24 horas)

Gréficos de tendéncia de alarmes

Visao rapida do status do dispositivo

Painel de Andlise Profunda de Engenharia:

Analise de padroes de trafego
Métricas de qualidade da célula (distribuicdes de SINR, RSRP)

Desempenho de radio (retransmissao RLC, sucesso na configuracao RRC)

Trilhas de auditoria de configuracao

Andlise de correlacao
Painel de Desempenho Nokia AirScale:

e Utilizacao de PRB (DL/UL)

e Tendéncias de taxa de transferéncia (camada PDCP)
e Contagens de UE ativas

e Calculos de disponibilidade da célula

* Quebra de recursos por célula

e Medicoes de RSSI

e Sucesso na configuracao de conexao RRC

e VSWR por antena

e Consumo de energia

Para exemplos completos de painéis, padroes de consulta e definicdes de
contadores, consulte:

- Guia completo de analises e painéis



- Definicdes de contadores de
desempenho

Operacoes Comuns

Operacoes Diarias
Verificacao de Saude Diaria (5-10 minutos):

1. Abra o painel da Interface Web

2. Verifique se todos os dispositivos mostram status verde
3. Verifigue a contagem e gravidade dos alarmes

4. Revise quaisquer dispositivos falhados

5. Investigue problemas conforme necessario

Para procedimentos detalhados, consulte o

Investigacao de Alarmes:

1. Abra a pagina de Alarmes, ordene por gravidade
2. Clique no alarme para detalhes completos

3. Navegue até o dispositivo afetado

4. Consulte as métricas

5. Determine a acao necessaria e resolva

Para procedimentos de manuseio de alarmes, consulte o

Gerenciamento de Dispositivos
Adicionando uma Nova Estacao Base:

1. Verifique a conectividade de rede com o dispositivo



2. Verifique a pagina de eNodeBs Nao Configurados para o dispositivo
3. Adicione o dispositivo a config/runtime.exs

4. Reinicie o Monitor RAN

5. Verifique se o registro é bem-sucedido (status verde)

6. Confirme se as métricas estao fluindo para o InfluxDB

Removendo uma Estacao Base:

1. Decida se deseja preservar ou excluir dados histéricos

2. Comente ou remova o dispositivo de config/runtime.exs

3. Opcionalmente, limpe os dados através da pagina de Retencao de Dados
4. Reinicie o Monitor RAN

5. Atualize os painéis do Grafana

Atualizando Credenciais do Dispositivo:

1. Anote o status atual do dispositivo
2. Atualize as credenciais em config/runtime.exs
3. Reinicie o Monitor RAN

4. Verifique se a reconexao é bem-sucedida

Para procedimentos operacionais completos, consulte:

- Tarefas de gerenciamento do dia a dia



Gerenciamento de Configuracao
Fluxo de Trabalho Seguro para Atualizacao de Configuracao:

1. Baixar configuracao atual (backup) - ou recuperar do Arquivo de
Configuracao

. Modificar configuracao offline

. Carregar no dispositivo = obter ID do Plano

. Validar usando o ID do Plano - verificar se nao ha erros

. Ativar se a validacao for bem-sucedida

. Verificar se as mudancas tiveram efeito

. Monitorar a estabilidade do dispositivo por 15-30 minutos
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. Confirmar que a nova versao aparece no Arquivo de Configuracao (dentro
de 1 hora)

Importante: Sempre valide antes de ativar. Agende mudancas durante janelas
de manutencao quando possivel.



Rollback de Configuracao: Se ocorrerem problemas, baixe uma versao
anterior do Arquivo de Configuracao e carregue-a usando o mesmo fluxo de
trabalho.

Para detalhes sobre configuracao de estacdes base, consulte o

Para histérico de configuracao e versionamento, consulte o

Indice de Documentacao

A documentacao do Monitor RAN esta organizada por publico e caso de uso:



Para Equipes de Operacoes (NOC,
Administradores)

Documento

Propdsito

Referéncia completa
do painel de controle

Tarefas de
gerenciamento do
dia a dia

Versionamento e
histérico de
configuracao

Manuseio e
escalonamento de
alarmes

Procedimentos de
resolucao de
problemas

Gerenciamento do
ciclo de vida dos
dados

Quando Usar

Operacoes diarias,
monitoramento de
dispositivos

Adicionando dispositivos,
gerenciando configs,
backups

Rastreando mudancas de
configuracao, rollback,
auditoria

Investigando falhas,
respondendo a alertas

Quando ocorrem
problemas, diagndstico de
erros

Gerenciando
armazenamento,
definindo periodos de
retencao



Para Engenharia e Analise

Documento

Propdsito

Painéis, consultas e
alertas

Definicdes de
contadores de
desempenho

Configuracao e
instalacao de estacoes
base

Coleta de rastreamento
MDT e analise no
Wireshark

Documentacao da API
REST

Quando Usar

Construindo painéis,
configurando alertas

Entendendo métricas,
criando consultas

Configurando
dispositivos, entendendo
parametros

Coletando dados de
teste de campo,
otimizacao de cobertura

Integracdes, automacao,
scripts

Para Configuracao e Implantacao

Documento

Inicio Rapido
Novo no Monitor RAN?

1. Comece com o

Propdsito

Referéncia
completa de
configuracao

Quando Usar

Configuracao inicial,
modificando
configuracodes

para aprender a interface



2. Revise o
3. Estude o

4. Mantenha o

Configurando Monitoramento?

1. Consulte o
2. Referencie a

3. Revise o
armazenamento

Referéncia Rapida

Pontos de Acesso

para tarefas rotineiras
para manuseio de alarmes

salvo para problemas

para painéis
para métricas

para gerenciamento de

Servico URL Propdsito
Painel da :
. Monitoramento e
Interface https://<servidor>:9443 ,
gerenciamento em tempo real
Web
Grafana http://<servidor>:3000 Painéis de analises e alertas
Banco de dados de métricas
InfluxDB http://<servidor>:8086 (geralmente acesso interno

apenas)



Caminhos Importantes

Caminho Propdsito

Arquivo de configuracao principal (dispositivos,
bancos de dados, configuracoes)

config/runtime.exs
priv/cert/ Certificados SSL para a Interface Web HTTPS

priv/external/nokia/ Chaves de autenticacao do gerenciador

. _ . Arquivo de configuragao (arquivos XML
priv/airscale configs/ ,
- versionados)

Conceitos Chave

Gerenciamento de Sessao:

O Monitor RAN estabelece sessdes com estacdes base

As sessdes tém tempos de expiracao e requerem keep-alive

A re-registro acontece automaticamente (padrao: a cada 30 segundos)

O estado da sessao é armazenado no banco de dados MySQL
Fluxo de Dados:

e Métricas coletadas a cada 10 segundos (configuravel)

e Alarmes coletados a cada 10 segundos via polling + webhooks em tempo
real

e Capturas de configuracao a cada 1 hora (salvas como arquivos versionados
quando alteradas)

e Métricas de desempenho e alarmes escritos no InfluxDB para
armazenamento histdrico

Retencao de Dados:

e Padrao global: 720 horas (30 dias)

» Sobrescritas por dispositivo disponiveis



e Limpeza automatica ocorre a cada hora

* Limpeza manual disponivel via Interface Web

Para detalhes de configuracao, consulte o

Fluxos de Trabalho Comuns
Verificacao de Saude Diaria:

1. Abra a Interface Web — Painel
2. Verifigue o status do dispositivo (todos verdes?)
3. Revise a contagem de alarmes

4. Investigue quaisquer problemas

Responder a Alarme Critico:

. Interface Web - Alarmes — Ordenar por gravidade

. Clique no alarme para detalhes

. Navegue até o dispositivo

. Revise métricas recentes e mudancas de configuracao

. Implemente a resolucao

o U A W N -

. Verifique se o alarme é limpo

Adicionar Novo Dispositivo:

1. Verifique a conectividade de rede

2. Edite config/runtime.exs

3. Adicione o dispositivo a lista de airscales
4. Reinicie o Monitor RAN

5. Verifique o registro (status verde)



Suporte

Recursos de Solucao de Problemas

Recurso Usar Para

Problemas comuns e solucoes

. . . Logs e erros do sistema em tempo
Pagina de Logs da Aplicacao

real
Visualizacao de Detalhes do Status da sessao, problemas de
Dispositivo registro
Pagina de Status do InfluxDB Verificacao da coleta de dados

Passos Rapidos de Diagndstico
Dispositivo Nao Conectando:

1. Verifique a pagina de Estacdes Base — status do dispositivo
2. Verifique a conectividade de rede: ping <device-ip>
3. Verifique as credenciais em config/runtime.exs

4. Revise os Logs da Aplicacao para erros

Sem Métricas no Grafana:

1. Verifigue se o dispositivo esta associado (status verde)

2. Verifique se a pagina de Status do InfluxDB mostra contagens crescentes
3. Teste a conectividade do InfluxDB

4. Verifique a configuracao da fonte de dados do Grafana

Interface Web Nao Carregando:

1. Verifique se a porta 9443 é acessivel

2. Verifique se o firewall permite trafego HTTPS



3. Verifique se os certificados SSL existem

4. Revise os logs da aplicacao para erros de inicializacao da Interface Web

Para procedimentos completos de solucao de problemas, consulte o

Obtendo Ajuda

Antes de Contatar o Suporte:

Relna estas informacdes:

Descricao do problema e quando comecou

Mensagens de erro dos Logs da Aplicacao

Dispositivos afetados (nomes/IPs)

Mudancas recentes de configuracao
Versao do Monitor RAN e SO

Contato:

Para assisténcia com o Monitor RAN:

Suporte da Omnitouch Network Services

Inclua as informacdes de diagndstico reunidas

Forneca arquivos de configuracao (sanitize senhas)

Inclua trechos de log relevantes
Autoatendimento:

1. Pesquise no

2. Verifique os Logs da Aplicacdo para erros especificos
3. Revise mudancas recentes de configuracao

4. Teste conectividade e funcionalidade basica

5. Consulte guias de documentacao relevantes



Mapa da Documentacao

— (Este Documento) -
Guia da int
Referéncia do Painel

Controle
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