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apt _cache servers:
hosts:
apt-cache-01:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:

# Eogiswo o Seirall dioljas oy il o g4, Omnitouch
remote apt server: "apt.omnitouch.com.au"
remote apt user: "your-username"
remote apt password: "your-password"
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all:
vars:
use apt cache: false # ,oolg> (o420 go iz bl Joooll U]

ol

apt repo:
apt server: "apt.omnitouch.com.au"
apt _repo _username: "user"
apt repo password: "pass"

remote apt server: "apt.omnitouch.com.au"
remote apt user: "user"
remote apt password: "pass"
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all:
vars:
use apt cache: false

# > plas APT - wiwaoll gra> LS o parziuws
apt _repo:

apt server: "apt.omnitouch.com.au"

apt repo username: "user"

apt repo password: "pass"

# owsrand gra> I o poriwu - aslid] oM il
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80

remote apt protocol: "http"
remote apt user: "user"
remote apt password: "pass"



sbisl prevaoll gro> pgai taswiidl deb [trusted=yes]
http://user:pass@apt.omnitouch.com.au/ noble main

s e 12 oo Ll APT alo (09 9,20
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apt cache servers:
hosts:
cache-server:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:
# saizall gogimnll po iRl dioljos il o5 e
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "user"
remote apt password: "pass"

# 9 pesid a5 Y all: vars:
# dfgaxo o LWLL adlsiwl piy scuiv NS apt cache servers

ampiall:

* 0o dioljell sy il eol>
http://user:pass@apt.omnitouch.com.au:80/

o clisl Vgogis (VI Hutuoall gro> deb [trusted=yes]
http://192.168.1.100:8080/noble noble main (Gleicl wlly Hex)
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all:
vars:
use apt cache: true

# oI il ool W usiian]] gra> auzgi

apt repo:
apt_server: "192.168.1.100" # uleic IP o I izl polz)
apt _repo port: 8080 # swiadl e il Jam b bole
8080

# dcganal azl> Y apt cache servers
# J azl> Y remote apt * (L5, J=sJl oolac] ai oHoixil)

sbil pueviaoll gro> poai tamuiadl deb [trusted=yes]
http://192.168.1.100:8080/noble noble main (leicl wlly Hex)
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# wﬁau ,o.)[j dfgaxo APT
apt cache servers:
hosts:
customer-apt-cache:
ansible host: 10.179.1.114
gateway: 10.179.1.1
host vm network: "vmbr@"
num cpus: 4
memory mb: 16384
proxmoxLxcDiskSizeGb: 120
vars:
# xaizall fogimnll o iRl dioljos iRl ol ped
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "customer-username"
remote apt password: "customer-secure-token"

# clinbil ply>

hss:
hosts:
customer-hss01l:
ansible host: 10.179.2.140
gateway: 10.179.2.1
mme:
hosts:
customer-mme0Q1:
ansible host: 10.179.1.15
gateway: 10.179.1.1
dns:
hosts:
customer-dns01l:
ansible host: 10.179.2.177
gateway: 10.179.2.1
# ol eSS
all:
vars:

# (s9n pesi) azl> V) Gl eSl:
# - use_apt _cache: true (.ezs xic [5lil Jeio apt_cache servers)
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°© om%i piy Use apt _cache: true Elal
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o cliw| poiy: deb [trusted=yes]
http://10.179.1.114:8080/noble noble main
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otqn;gi 622> p > diol jol:

ansible-playbook -i hosts/customer/production.yml
services/apt cache.yml

> o sgizall JS dinljos 32 pga; APT o Omnitouch (=) JSuiw:

* 0> oo 82> wllaus] Omnitouch
e o> Ubuntu lglssg 620>

o o 632 wllus] GitHUD



<

diol joll paxiws wget --timestamping. oo 6392 g0ll 8 urioll e wlalall laxi o 13
anyw ainl j OO solc] Jan.

esls tala>Mo APT o Omnitouch (apt.omnitouch.com.au) assxll xu>gll jaodll oo
Ly 08 .o )l o) services/apt.yml eols Gle APT o8 oi il cuaxi/slid i’si
Juiiy services/apt_cache.yml lgiioljol gzl Lo e

o Juud APT as g yso0 jut 401 go

ol VI:

wl> 9 Jas http://10.179.1.115:80/noble/dists/noble/main/binary-
amd64/Packages 401 o« g eo uf

alosizoll L VI

* oS e oi apt repo 9 all: vars: L-,Josy.u_ apt cache servers:
vars:

o ol e Y b il seizell E3gimall | Jowosll Ogavianll Jols

* paxiwsll owl apt repo username g oll :m.ngi apt repo password ¢
.

* Ulgic IP psl> (e slawn| aoslall 9 70 juf Hrasdl APT o Omnitouch
o Sl ol iliall Jgwsl) ozl slaicl wlily ol xiiwl

J=dl:

1. Cap i o 3SU i gueSill Glas (o Hfmu apt repo b >V eicYl wlly go
apt_cache_servers: vars:. 9 gudg all: vars:

2. pob siniaall e Ol can ozl plasiwl ais (gasll giog e S8
(80 3aioll) g25iusally puals (8080 saiall) oyl



3. oo ix Juwlall cavianll e ieadgell jobowoll (o gou
/etc/apt/sources.list.d/omnitouch.list

o (el giog) pamwo: deb [trusted=yes]
http://10.179.1.114:8080/noble noble main

o (Uasdl HlSoll (59 sloicl wlilu asa)) gazuo yat: deb
[trusted=yes] http://user:pass@l0.179.1.115:80/noble

noble main
4. & Lol il giog) ammo slaie¥l wlily 0l po @i
5. 0lsic Ol o ST IP o sliawl] aaslall (9 a0 & polxl plall Omnitouch (1]

aulddl oM udl Juus (Node Exporter. Zabbix.
all.)
a0l Juiwd :gole VI Ansible jluo o wlalall J, i 9 /releases/

alosizoll L VI

o wlukio (eSS o o) remote apt *
* paxiwsll owl remote apt user g,0ll z"m.ngi remote apt password .t

* 1979 pas remote apt server ixc use apt cache: false
J=dl:

1. ol usio o> iy (yo Ry remote apt *
2. o doxiadl A go &l sleie Yl wlily ol o &ix Omnitouch
3. ol go $ax remote apt server guall cavaod)l J| Huin

el Jijis 59 il eols el Juins 1 el eVl
aloizoll L VI

o gl pold el Jlail azgs Y
* Lloicl wlly remote apt * daumo b



o Wl am, Wl wYlaiVl gies 4lexll Hla> Omnitouch
J=dl:

1. Wl Jsosll aiSay piizill eol5 Ol o Gé=i apt.omnitouch.com.au le
80 saioll

2. sloicl wlly o 8= remote apt *
3. )l Jgog aloxll Hlaz aclgd gl

aLall o5 5Ll

* whusially o2l guSs —

¢ wlalrall JolS &z 00 —

o aolall plaill au —

. — sl Gzl pals i LXC



oSl &= 0
aole o ,los

it 1e5i) Yol 32 40 siiuoll 13 199, OMNiCore cay, s piy . cpivac)l wlalo JY5> o
©lioli o sVl Azl go rimianll 5,7 wlale (9 WLWT JSiw ueSall group_vars
aiyadl wl ) agllasll.

ol igiiel) 83020 §56g e Jgaxl):

¢ OmniCore:
¢« OmnicCall:

e OmniCharge:

oeSill nes

ol pazxiuws OMniCore s (eSS gig0s aiaxdl:

Component

Haosts File » Ansible Roles > ) ) » Deployed Services
Configuration

awio iV puill Jolei . pirianll cilo (28 & milio (uoSill plazo i, i fesanlw VI [anoll
elaziwl go «whlae )l plass go ,9al) group_vars sraxell wlbavaxill laas.

&zl (ortmaell a9 Jus 1P Joz whlin)] wls Joaxl:

S| puwsi o bzl iwl

Olsic pavazi IP
axs yoll aSuid| pulais
o Jolaill IP plal


https://docs.omnitouch.com.au/docs/repos/OmniCore
https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

aniliadl covoall ololeo

#ToDo - o gaxil J$ laas hosts-file-configuration.md gl

aod3ll 6300 wlode

cdrs_enabled: True oi uSai CDR
in pool: False oilsidl dcgazo po olruiwl
online charging enabled: False Jo G uSai OCS

recording: True
populate crm: False

elallSall Jimusi puKai (AS)
cdo CRM adoVI ULl

H OH OB B

arollall ol urioll (all:vars)

owd sgizy all:vars wljusio abaxdl ol il posiws il sgimo e whlae| e
U9l @V puill (9 (Sl plazo go aluls dalle.

anw LVl anallall ol junioll

Jgsoslly asslooll

ansible connection: ssh

ansible user: root

ansible password: password
ansible become password: password

twilio poziwl :dsas SSH o ell wlalS ¢po Yo

ansible ssh private key file: '/path/to/key.pem'

Jrosll as9n



customer name short: omnitouch
customer_legal name: "YKTN Lab"
site name: YKTN

region: AU

TZ: Australia/Melbourne

o9Si PLMN
plmn_id:
mcc: '001" # (o5, 3) Jsoazrall dorJl jo,
mnc: '01' # (ols,] 3-2) isazall aSuidl jo,
mnc_longform: '001' # MNC QO&J73 &h) &ob o go

diameter realm: epc.mnc{{ plmn id.mnc longform }}.mcc{{
plmn_id.mcc }}.3gppnetwork.org

Jo slid poxiwg a9 JShinw &b an ] Jgoxall wailedl aSui oy 1o all Diameter.

aSaiadl slowwl

network name short: Omni

network name long: Omnitouch

tac _list: [10100,100] # aails TAC awol sVl (U b gl Koy
MME )

6671 Ll aiog ymoll aSuiill slowl 1 o9 rne UE agaxall aSuidl < whblacdl o,

0._95.. DNS

netplan DNS: False # oliziwl systemd-resolved o Vi
DNS netplan

Eo9imo (195 APT

iCgoxo iy % piy baic taulalidl avsl 39Vl whhlac)Yl apt cache servers go

* use apt cache J| Lol sl True (W] a5l o ainsi piy o b False)



e apt repo.apt_server olsic J] Golisl IP (JoVl csgall oozl polgs x>V

# 9l oSl (ifgazo «ulS I5] s, Lzl apt cache servers é619>90)
use apt cache: True # J d=adl cidsall izl plaziwl APT
Exginuall I irbodl Jooo)l Llio

apt _repo:
apt _server: "10.10.1.114" # o ol APT gogiwall poil> of
# e i aglho slaicYl «Ul, use apt cache: False
# apt repo username: "omni"
# apt repo password: "omni"

# cdsall ydl diolioy avl <M eSS

# oo avlil wlalaJl L (1) :d paxiwy /releases/ s lboaic

use apt cache: false

# (2) o cdsall pixidl o5 dinlio Omnitouch eSS loaic
use apt cache: true

remote apt server: "apt.omnitouch.com.au"

remote apt user: "omni"
remote apt password: "omni"

o pllas Ddasl APT

wess il eols

license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

wblac]l MME

mme_dns: False # J> Sai DNS _J MME

wblac] SAEGW

mtu: 1400 # Jidl sa>9) uas¥l axll



wblac] IMS

ims dra support: False # azgei IMS uc DRA
enable homer: False # blidl uSai SIP o Homer

ardl,o 195 RAN



use nokia monitor: True
use casa monitor: True
install influxdb: True

influxdb user: monitor

influxdb password: "secure-password"
influxdb organisation name: omnitouch
influxdb nokia bucket name: nokia-monitor
influxdb casa bucket name: casa-monitor
influxdb operator token: "generated-token"
influxdb url: http://127.0.0.1:8086

enable pm collection: False
enable alarm collection: False

enable location collection: False

enable ran status collection: True
enable nokia rectifier collection: False
collection interval in seconds: 120

ran_monitor:
sql:

user: ran_monitor

password: "secure-password"

database host: 127.0.0.1
database name: ran monitor
influxdb:

address: 10.10.2.135

port: 8086

nokia:

airscales:

- address: 10.7.15.66
name: site-Lab-Airscale
port: 8080
web password: nemuuser
web username: Nemuadmin

aloxdl jlos (eSS



firewall:
allowed ssh subnets:
'10.0.1.0/24'
- '10.0.0.0/24'
allowed ue voice subnets:
- '10.0.1.0/24'
allowed carrier voice subnets:
- '10.0.1.0/24"
allowed signaling subnets:
- '10.0.1.0/24'

e3lg=> DNS Jlg=ull

roaming _dns_servers:
wildcard: ['10.0.99.1']
# DNS LUl ibawlsy sazo (I I5liw! PLMN)

123456: # 1 LWl e Jbio
- '10.10.2.197"'

654321: # 2 LWl Lo Jbo
- '10.10.0.4"

Osalall Ogoriimall (ailas SSH)

local users:
usera:
name: Example User A
public key: "ssh-rsa AAAAB3Nza..."
userb:
name: Example User B
public key: "ssh-ed25519 AAAAC3..."



o29% Hypervisor
Proxmox

proxmoxServers:
customer-prxmx01:

proxmoxServerAddress: 10.10.0.100
proxmoxServerPort: 8006
proxmoxRootPassword: password
proxmoxApiTokenName: AnsibleToken
proxmoxApiTokenSecret: "token-secret"
proxmoxTemplateName: ubuntu-24.04-cloud-init-template
proxmoxTemplateId: 9000
proxmoxNodeName: pve0l

# wblbe| Proxmox dawol syl

proxmoxServerAddress: 10.10.0.100

proxmoxServerPort: 8006

proxmoxNodeName: 'pve0@l’

proxmoxLxcOsTemplate: 'local:vztmpl/ubuntu-24.04-standard 24.04-
2 amd64.tar.zst'

proxmoxApiTokenName: DocsTest

proxmoxLxcCores: 8

proxmoxLxcDiskSizeGb: 20

proxmoxLxcMemoryMb: 64000

proxmoxLxcRootFsStorageName: SSD RAIDO
proxmoxLxcBridgeName: vmbroO

proxmoxTemplateName: "ubuntu-24.04-cloud-init-template"
proxmoxStorage: SSD RAIDO

vLabNetmask: 24

PROXMOX API TOKEN: "token-secret"

vlabRootPassword: password

vLabPublicKey: "ssh-rsa AAAAB3..."

mask cidr: 24



VMware vCenter

vcenter ip: "vcenter.example.com"

vcenter username: "administrator@vsphere.local"
vcenter password: "password"

vcenter datacenter: "DC1"

vcenter vm_ template: ubuntu-24.04-model
vcenter vm disk size: 50

vcenter folder: "Omnicore"

host vm network: "Management"

vhosts:
"10.0.0.23":
vcenter cluster ip: 10.0.0.23

vcenter datastore: "datastorel (3)"

netmask: 255.255.255.0

aLall s $ilglh

. - vewaig aSuidl aiy Jo> whbhla,] IP

* AR iuSg wio - group_vars
. - IPs whlaelg agilidl multi-NIC

o wlisSall Jelas apas -

® - el 6,0

* vl 0usSs -

gasall silis
2o LP&S-'S AP |4J.)iuJ.C«J U:

* wlgSo OmniCore:


https://docs.omnitouch.com.au/docs/repos/OmniCore

* wligSe OmnicCall:

e OmniCharge/OmniCRM:


https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

uinidl avis e aole 6 o

elox ayglsdl aSuidl ol v &S Jo> alolS aj, xituall I35 495, OMnitouch
plaxiwl, Ansible, 4 aSub sbis) Go lsSall graz cawlisi caS 5uin50G/5G alsle.

el 1P ouslic pawazs whblisly «olsSall giog Jo> Juolss wle Joaxl IP,
ouslic go Jolailly IP aolsl.

il Gle JolS Jlo

0. (s,luz]) auvsull asiadl ju94i

wle il Proxmox. jué¢i 08 VMS/LXCs (oSl Jus:

# i VMs oJle Proxmox
ansible-playbook -i hosts/Customer/hosts.yml services/proxmox.yml

# olol i ol LXC (ks ,LasYI/ uizell)

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox_ Llxc.yml

ezl



1. (prouoodl cals) avzudl auddl a@@)&-

#oouls opiv o bo i
mme :
hosts:
customer-mme01l:
ansible host: 10.10.1.15

hss:
hosts:
customer-hss0Ol:
ansible host: 10.10.2.140

# ... LSPSI/ wlbsSall gua>

ezl

2. gomoxill (group _vars)

M=o group vars sgime e agllasl (eSill wijglzs Qi o a9 LSy sl oSl 9o
aSaid| ol gdgoll ol Carmnll.

P9 o M=o ) VeSw (Jladl Juw e OmniMessage SMScC la jiwsiwg &b ol
bglas SIP g Jais il TAS awzgi glaio JSg b ol Diameter (J] log b oI
U,

ezl
3. ol &9 (APT Cache)

# ol e Jsarll 9lSo 65
apt_repo:

apt_server: "10.254.10.223" # ulsic IP ool of cidsall izl polz)
irladl g5ginnall
use _apt cache: false # true = UxaJl csall il plaxiwl. false =
Exsiviall I _HOLaIl Jsos)l

:&?lJ



4. yous yill Ha1o%i

# pac il ol J ClsKall azgi
license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

ezl

5. juwdl a0

Jeis gl e anall wlisSall i Sy services/twag.yml g Jlal Juw e
services/all.yml ploxiwl diSasg s JS go Joliiw --limit=myhost ol --

limit=mmee, sgw . pgde Josi (pl uavasl xo=d &l

# oado I aSid | s
ansible-playbook -i hosts/customer/host files/production.yml
services/all.yml

# 8537 olioSo i ol

ansible-playbook -i hosts/customer/host files/production.yml
services/epc.yml

ansible-playbook -i hosts/customer/host files/production.yml
services/ims.yml

alall ls iliglh

. - el

o syl agill ooy -

. - oo QQ aSasiadl anis IP
o Lowaxil -

. - eodl 6,D)

varz il 6)l] -



0% JS 155 Js> dlase wlogleo e Jouazxll:

OmniCore (4G/5G Packet Core):

o OmniHSS. OMniSGW. OmniPGW. OmniUPF. OmniDRA.
OmniTWAG

omniCall (Lilw,Jls wgall):

o OmniTAS. OmniCall CSCF. OmniMessage. OmniSS7.
VisualVoicemail

OmniCharge/OmniCRM (s igall):

annns 1 5:Loll:


https://docs.omnitouch.com.au/docs/repos/OmniCore
https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge
https://docs.omnitouch.com.au/

aole o ,los

Ju> group vars dlsall elzi il awavazell ueSil wlalo a9 i sl O] o0
awol 49Vl

bolas - sMosll dawolall bilusSs i lin SIP. ax>gi aclgd Diameter, a>gi §laio SMS,
w9 s Lgil - uioyasYl ueSil plaziwl 3,5 Y cus s3] wlavazi sly (Jladl lalas
group_vars.

&99oll: hosts/{Customer}/group vars/

Jloal sgizi Ansible acuaxall dilile gio ipume it papaxid .apol sl ;19S5 lss s
w9 group vars b ol pravasll colo w9 Lgd] &2)ls.

Jols - el 9Vl ,9odl cJW group vars (oo o 13]) - oSl

vosoe (oS dle 11 JULl
(OmniMessage)

s wllgs Jusi wlisSall Jas Jinja2 aaaxe.

lodl JSun

hosts/Customer/

L— group vars/
L— smsc_controller.exs # b pbdl parodl ool J8



orviooll olo (9 &> 0l

omnimessage:
hosts:
customer-smsc-controller0l:
ansible host: 10.10.3.219
gateway: 10.10.3.1
host vm network: "vmbr3"
smsc_template config: smsc_controller.exs # cilo ,owl JI g2/l
w9 L el JJ group vars

s ble:

=

. 2= Ansible smsc template config: smsc controller.exs

N

. 9 ¢y hosts/Customer/group vars/smsc _controller.exs

98]

. plaziwl ailgin pody JiNja2 (eloxiwl ooy {{ inventory hostname }}. {{
plmn _id.mcc }}. &)

4. J| piun /etc/omnimessage/runtime.exs

- dwasdl Jusin dusy

Ul

u9x smsc_template config. g9l o ol 8Vl LI plaxiwl oi.

Aail 1 e eSSl Jusolai

oSl wlale wlecgoxe 12 JULJI
(o llgs OMNITAS JLasVl lblosg)

sSill wlale o alol paziw wligSall jas.


https://docs.omnitouch.com.au/docs/repos/OmniCall

lodl JSun

hosts/Customer/
L— group vars/
— gateways prod/ # algy oliyoSs SIP
| | gateway carrierl.xml
| | gateway carrier2.xml
| L— gateway emergency.xml

— gateways lab/ # ixadl ol gy

| L— gateway test.xml

L— dialplan/ # olad Kadl ay>gi aclgs
— mo_dialplan.xml # (Lolo) Jsamadl wilgdl Liio
— mt_dialplan.xml # (o,ls) Jsoxadl wilgdl gitio

L— emergency.xml

orviooll olo (9 &> 0l

applicationserver:
hosts:
customer-tasOl:
ansible host: 10.10.3.60
gateway: 10.10.3.1
host vm network: "vmbr3*"
gateways folder: "gateways prod" # _olJl alsdl dzo JI g=)l
wvaall i e aohziw) b

wasu ble:

1. »x Ansible gateways folder: "gateways prod"

2. g0 wlalall gro> mumis hosts/Customer/group vars/gateways prod/ J|
/etc/freeswitch/sip profiles/

3. o wlalodl gro> iy hosts/Customer/group vars/dialplan/ Ju> J]
Jlgs OmMniTAS

4. olusSsOO! Loy wlorxll pois

ady JSJ aslize wlad=e poxiwl taglie wliu:

e gateways folder: "gateways lab"



* gateways folder: "gateways prod"

e gateways folder: "gateways customer specific"

Aail 1 e eSSl Jusolai

vosae oS b 13 JULJI
(OMniHSS)

taanall L] cxdg oS5 clled (ol sindl oS iiiall pols Juis.
al.dl JSua

hosts/Customer/
L— group vars/
L— hss runtime.exs.j2 # 2055 I HSS &by pldl yoaall

orosll alo (9 &> 0]l

omnihss:
hosts:
customer-hss0O1l:
ansible host: 10.10.3.50
gateway: 10.10.3.1
host vm network: "vmbr3"
hss template config: hss runtime.exs.j2 # ilo owl/ JI g>)/
w9 b el JJ group vars

<oz ble:

1. >x Ansible hss template config: hss runtime.exs.j2
2. 9 ¢z hosts/Customer/group vars/hss runtime.exs.j2

3. plaxiwl aiiigis pgiy Jinja2 (eloaxiwl o {{ inventory hostname }}. {{
plmn_id.mcc }}. &ll)

4. JJ| ,xuiy /etc/omnihss/runtime.exs


https://docs.omnitouch.com.au/docs/repos/OmniCall

5. doaxdl i sy

u9x hss template config. 9l o ol 8Vl LI plasiw] pi.

Aail 1 oSl Juso Lai

vosoe (oS wdl 14 JULl
(OMmniMME)

. xal| Jusiaid| cadg (95 cllgd aS =l 6,15] sa>g Juds

lodl JSun

hosts/Customer/
L— group vars/
L— mme runtime.exs.j2 # o265 I MME & | jaosel |

orviooll olo (9 &> 0l

omnimme:
hosts:
customer-mmeQ1l:
ansible host: 10.10.3.51
gateway: 10.10.3.1
host vm network: "vmbr3"
mme_template config: mme_runtime.exs.j2 # cilo ,owl JI g2/l
w9 b el JJ group vars

s ble:

1. >»=, Ansible mme_template config: mme runtime.exs.j2
2. 9 ¢y hosts/Customer/group vars/mme runtime.exs.j2

3. ploxiwl aiiug oy Jinja2 (eloxiwl oy {{ inventory hostname }}. {{
plmn_id.mcc }}. &)


https://docs.omnitouch.com.au/docs/repos/OmniCore

4. WJ| ,xuy /etc/omnimme/runtime.exs

5. aooxdl Jsiws susy

v9x mme template config. 9l o wolidVl LI ploiwl o

JUSERWRA| I TY

203l pJladl (9 Jaladl JShn Jlo

hosts/Customer/
— host files/
| L— production.yml
group vars
L— group vars/
— smsc_controller.exs
— smsc smpp.exs
— tas runtime.exs.j2
— hss runtime.exs.j2
— mme runtime.exs.j2
— dra runtime.exs.j2
— pgwc runtime.exs.j2
— dea runtime.exs.j2
— upf_config.yaml
F— crm config.yaml
— stp.j2
F— hlr.j2
— camel.j2
— ipsmgw.j2

— omnicore smsc ims.yaml.j

— pytap.yaml

— sip profiles/

| L— gateway otw.xml

L— dialplan/
— mo_dialplan.xml
— mt_dialplan.xml
L— mo_emergency.xml

#
#
#
#
#
#
#
#
#
#
#
#
#
#
2
#
#

#
#

olale o] it grivas]| wlo

_J pae I
_J oo I
_J oo J U
_J e J U5
_J pae I
_J oo J U5
_J oo J U
_J e J U5
o2 955 UPF

o2 955 CRM

«J s SS7 STP
«J 6 SS7 HLR
«J s SS7 CAME
wJ 5 IP-SM-GW
# 19S5 SMSC
oz o606 TAP3

OmniMessage
OmniMessage SMPP
TAS

HSS

MME

DRA

PGW

DEA

L

IMS

(dd=o) cled ol ayzgi aclgd

| Lie

# Jooxol| wilgd| giio

#

Solsbll arzgs


https://docs.omnitouch.com.au/docs/repos/OmniCore

i il assbiadl o lodeoll



group_vars
aolzoll

smsc_template config
smsc_smpp template config
gateways folder

(wlal) JLal lalas

tas template config

hss template config

mme template config

dra template config

pgwc template config

frr_template config

vsSall

omnimessage

omnimessage_smpp

applicationserver

applicationserver

applicationserver

omnihss

omnimme

dra

pgwc

omniupf

a>lell

B Cals Jinja2 (Jio

smsc_controller.exs,

A alo Jinja2 (Jio
SMSC_Smpp.exs)

U=xoll ol (Jio
sip profiles)

M=o dialplan/ wlalo)
XML as>gill

A als Jinja2 (Jio
tas_runtime.exs.j2)

A alo Jinja2 (Jio
hss runtime.exs.j2)

b wals Jinja2 (Jio

mme_runtime.exs.j2)

A alo Jinja2 (Jio
dra runtime.exs.j2)

A wls Jinja2 (Jio
pgwc runtime.exs.j2 )]

A Galo Jinja2 (Jio
frr.conf.j2)



aolzoll 0sSall a>l,all

B wlale Jinja2 (Jio
Jlgs SS7 557 (asgiio ,lgol) stp.j2. hlr.j2,
camel.j2)

8 i ol | 098l wlalo
wlale YAML (eSil acgiio wligSo (Jio upf config.yaml,
crm config.yaml)

anann )| LolaiJl

1. sgizu group _vars ausl i)l wlusSil wljglx - wlbomasi le

2. Jio wlolzo paziml - pawVYl &> ,0ll smsc template config sl
gateways folder

3. wllogdl aciJinja2 - jusio sl ] Jsosll Ansible plaziwl {{
variable name }}

4. iz o)l wlidzxell ¥ wlalodl gro> B oy - seai JS Jainin wlidxell pgos;
5. oz pliill 08 - s JSI azuuidl (9 oS>3 group_vars G| Git

EAISans o group_vars

[ pasuuml group _vars J:

o LlQVSLL dmazo jsSi lgh

* aly wlay =i SIP

e Wl azgi lalas

* a>gi 2198 Diameter

o wloludl jobw Juesll aols wlilac]

[ easuiaus Y group_vars J:

o bVl Cavaoll 1S5 (ualis IP. uivanll slowl) - Grivaol]l calo pasiwl



o avanll cale (9 Cavasl] B30 wluio paziwl - 82>y 8,0 Wl LisYI
o Wl psidly iagdl e Lol 08 - aissell ol sl group_vars sl slS 15]

alall wls 5ilgll

alzsi g puivanll wlolso gro> -
* 9% OmniCall:

- oSl wlals (9 VS ol e sMl b
e 9% OmniCore:

- 019555 Jwoles
e ligSall


https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCore

aole o ,los

030 JaSi . asluiiill plgolly asslally diluall wlga¥l el go xaall grsimall 130 poiai,
inogall ,1Y1 16 go il indl el o LS,

asuall yax9 sl

i asuall jamd 1] Jgi HTML wloglrog «Juuinil] cdg rdorzdl alls Lplaill axo glay
wligSo groz e ooyl OmniCore.

wuilS o x5 Wileli Josi services/all.yml.

elosuw VI

Sgxdl Jusuiuidl

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/health check.yml

w9 el sbiw| i /tmp/health check YYYY-MM-DD HH:MM:SS.html

aio 2] uyg piuaio sl (s9 axisl,

v ii..ll l;J'l! .

i o= HTML:



uooll wloglao

o Ulgits imaoll panl IP

¢ arc QO aSuidl/aSuidl (usio o host vm network. o 1] glio ,ué of
ainusi piy)

o (agol,i8Yl axllrall wlr>g 332) @S pall axllrall 6259

o (alxo 55159 Jlaz]) anslguinnll 6,511

* (asioll annill go L3zl pand (8 axlwall =g (Wloz]) o rall

o Uluolly dzyjgill) Jasainidl ol

aox3ll alls

o (aws) wlivho go dlouinv ué/alouiv) asasdl all>

ol,sl HSS Diameter

o (Juaio pt/aio) wlilull sacls Jlail all>
o ulysl wYlail Diameter (IP. Jlxl LoVl Copao)
o Luulio &lg alaii o lgd> a5 HSS (9568 saioll)

S >l aslio wlgol

&liudl 590l (services/common.yml)

o iavasll ez e Guwlwdl pladl (oS ulay

o tuilio «wlessimall slael poi; SSH. ayio | adlaiall, NTP
o pladl d58i whidl (19Sa pody

o wloal OO Ls I Lsiv o



ansible-playbook -i hosts/customer/host files/production.yml
services/common.yml

oo xiamall slael (services/setup users.yml)

e wwleo o SSH wljlusly sudo

* o paiawe dlae| ouay

ansible-playbook -i hosts/customer/host files/production.yml
services/setup users.yml

Jwsinidl eole] (services/reboot.yml)

o cudal JSuiw pudrgiwall pravasll graz Jusisi susy
o (8585 5 algo) i i)l e dalaiVl e iz laii
o oSl Wl ol 8leill wliyams azs apio

ansible-playbook -1i hosts/customer/host files/production.yml
services/reboot.yml

asuin wlgol

alo> 3Jgo IP (util playbooks/ip plan generator.yml)

o i gy HTML yuolis wliysd IP
o suinaall cale o dSuid) dlolSUl Lz glgslall gl
o Le>Yoly slasVl laSiwly Guigill i

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/ip plan generator.yml

J ablus| asaas HSS (util playbooks/hss backup.yml)

o wlly 8225 Jglaz o aubliz] a3 Josy pois HSS



o &,di gy MySQL all L] Ansible adxoll
o ablioYl aswdl ) lue) adels olilas

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/hss backup.yml

el bladVl de Jgaaxdl (util playbooks/getLocalCapture.yml)

* M'&Lﬂ?u-o,o)?bwh_,\douplp«bu
e wlalo gz imy pcap oo /etc/localcapture/
o Jlas¥l Mo olinSiwY o

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/getLocalCapture.yml

<asa MTU (util playbooks/updateMtu.yml)

o oblxe] Gaxy MTU aSuid] agols)

e e wlhurdl sda, netplan
o wlhlb| (pueSi xuas jumbo

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/updateMtu.yml

aLall s gilgl)

sadl aaiSg aole 8 lai -

. - ol i
o,z eSS -

eladl (e alblS aole & ,lai -

. - el 6,0



aole o ,los

it s 2355 ol 25Sil) aiSall aasisll 90 (2,2l ol ol g nall) pstsimall calo
s JolSIL Jgamall caslell:

o lo i o il aSuidl aillog

o lghsuis oSlol (epolis IP. aSuill il o)

* (doaxd) 82370 wlolzo) leingSs anasS

o ol aols whlas] (PLMN, oliell olois¥l ol

aidly Juasll cuns Guavasll wlels plais:

services/hosts/
L— Customer Name/
L— host files/
— production.yml
— staging.yml
L— lab.yml

)| oludY| miogy lamwo Jlio l):



# olisSo EPC

mme :
hosts:
customer-mme0@1:
ansible host: 10.10.1.15
gateway: 10.10.1.1
host vm network: "vmbrl"
mme code: 1
network name short: Customer
tac list: [600, 601, 602]
sgw:
hosts:
customer-sgw0l:
ansible host: 10.10.1.25
gateway: 10.10.1.1
cdrs _enabled: true
pgwc:
hosts:
customer-pgw01l:
ansible host: 10.10.1.21
gateway: 10.10.1.1
ip pools:
- '100.64.16.0/24"
# wlbgSo IMS
pcscft:
hosts:
customer-pcscf0l:
ansible host: 10.10.4.165
# acl oloas
license server:
hosts:

customer-licenseserver:
ansible host: 10.10.2.150

# dawalledl ol usiall
all:
vars:
ansible connection: ssh
ansible password: password



customer name short: customer

plmn_id:
mcc: '001'
mnc: '01'

aniLiddl uovooll o lolno

o JS poiai b Bole:

pcscft:
hosts:
customer-pcscfOl:
ansible host: 10.10.1.15 # oleic IP e Jswoll SSH
gateway: 10.10.1.1 # awol oVl aledl
host vm network: "vmbrl" # ,owl NIC de pliziwll
Hypervisor

olgic bulass Jg> whlis)] wle Jgaxl tala>Me IP ezl aSuid] pnii bl il
ini) i az V1 @l Loy owogell aSuidll dgi 332 s3Jl OmniCore.

go2iamoe Proxmox: aolso >ax host vm network g>l, .aolaxiwl w3l ol
wlaldl u9qill.

62 =0 )J|9.o ._,J| chz; U\.Jl oozl auill:

num _cpus: 4 # glradl soi
memory mb: 8192 # culbleawadl aslginel 6,511
proxmoxLxcDiskSizeGb: 50 # bl job)l ox>

aod3l) 63020 wlolao

aliol a0l lglalso aSui assloy JSU:



MME:

mme_code: 1 # 9,20 MME (1-255)

mme gid: 1 # dfgaxo I,zo MME
network name short: Customer # (wilsg)l e Jogirall) aSuid] ouwl
network name long: Customer Network

tac_list: [600, 601, 602] # euill dilio jgo
PGW:
ip _pools: # wlraxi IP S ridicall

- '100.64.16.0/24"
- '100.64.17.0/24"
combined CP UP: false # paziwall ibs> / oS Lad

2zl utio JS ad oSxi L) Jade g wls @@ gaxl
sandodll pols:

online charging enabled: true # LS uSas 0CS
tas branch: "main" # i) olizol £ 49
gateways folder: "gateways prod" # aly ue$G SIP

analLdl o lpusioll oaud

o sgizy all:vars JolIL il e gudnis wlhlae] (e



all:
vars:
# ddsrlaall
ansible connection: ssh
ansible password: password
ansible become password: password

# Mool d90

customer name short: customer
customer legal name: "Customer Inc."
site name: "Chicago DC1l"

region: US

# C9y20 PLMN (Jsoxall caslg] aSui)

plmn_id:
mcc: '001' # Josoxall aJgol jo,
mnc: 'O1° # Joaxal ilg)l aSuis oy
mnc_longform: '001' # MNC Slao b0 go

# ol slosl
network name short: Customer
network name long: Customer Network

# Eog9imo APT
# difgamo i @i 3] :dla>)Mo apt cache servers  yuivaclll go.
# ols use apt cache e awoljisl oSG true ¢ apt repo.apt server
# olsic e awolusl gs$o IP (Flal cdsall il pols> 153
apt_repo:
apt _server: "10.254.10.223"
apt repo username: "customer"
apt repo password: "secure-password"

use apt cache: false

# duio )l daslniall
TZ: America/Chicago

or2uooll wlecgomo 0g9

alai Ansible [lgsVl go §9loii wlegamo (59 (pravianll:



Hosts Fle

¥ ! * ¥
mimia group SgQW group hss group pcscf group
L L] L l l
customer-mmell customer-mmel2 customer-sgwil customer-hss0l customer-pcscfill

o rgimiall calll GUS Jusdt 2is MME . pud (nd oprininad| gro> cals gulois ails

mme:hosts: .

dlgd plozuiuwl HugeSill Jinja2

exxiows Ansible wllgd Jinja2 calo 9 8300l wiukinll (o (ueSil wlalo sliw)
9 pxawasllgroup vars.

Joc ar.S Jinja2

S I
-/

n,njliijl f:l);hiaa;l ‘Jhls; ;Jlia:
Or2uooll calo >ay:

plmn_id:
mcc: '001'
mnc: '01'

customer name short: acme



JLs Jinja2 (Hgall s9):

# mme config.yml.j2
network:
plmn:
mcc: {{ plmn_id.mcc }}
mnc: {{ plmn_id.mnc }}
operator: {{ customer name short }}
realm: epc.mnc{{ plmn_id.mnc longform }}.mcc{{ plmn_id.mcc
}}.3gppnetwork.org

bl oSl cals:

network:

plmn:
mcc: 001
mnc: 01

operator: acme
realm: epc.mnc00l.mccOOl1.3gppnetwork.org

Lol Jinja2 asslall

als Dol wlusioll Gl Jomosll:

{{ plmn_id.mcc }}
{{ apt _repo.apt server }}

o sl slaiall:

% if online charging enabled %}
charging:
enabled: true
ocs ip: {{ ocs ip }}
% endif %}

wlalxdl:



tracking areas:
{% for tac in tac_ list %}

- {{ tac }}

% endfor %}

# o0 3 LJ| Lbw as Lol

mnc{{ '%03d' | format(plmn_id.mnc|int) }}

elhuwl ol juriadl j9l>u group vars

ol 0l Sy 83330l capanll whilaely apimil axid] Gravacll calo >33 Loiy
group vars ¢uavas)l wlegozol avol 38Vl ousll.

ezl

(axizo awbas bl go) YlaiST LisT Jlo clJ]:



# EPC Core

mme :
hosts:
customer-mme01:
ansible host: 10.10.1.15
gateway: 10.10.1.1
host vm network: "vmbrl"
mme_code: 1
mme gid: 1
network name short: Customer
network name long: Customer Network
tac_list: [600, 601, 602, 603]
omnimme:
sgw selection method: "random peer"
pgw selection method: "random peer"
sgw:
hosts:
customer-sgw0l:
ansible host: 10.10.1.25
gateway: 10.10.1.1
host vm network: "vmbrl"
cdrs enabled: true
pgwc:
hosts:
customer-pgw0l:
ansible host: 10.10.1.21
gateway: 10.10.1.1
host vm network: "vmbrl"
ip pools:
- '100.64.16.0/24'
combined CP_UP: false
hss:
hosts:
customer-hss01:
ansible host: 10.10.2.140
gateway: 10.10.2.1
host vm network: "vmbr2"
# IMS Core

pcscft:



hosts:
customer-pcscfOl:
ansible host: 10.10.4.165
gateway: 10.10.4.1
host vm network: "vmbr4"

icscf:
hosts:
customer-icscf0l:
ansible host: 10.10.3.55
gateway: 10.10.3.1
host vm network: "vmbr3"

scscf:
hosts:
customer-scscfOl:
ansible host: 10.10.3.45
gateway: 10.10.3.1
host vm network: "vmbr3"

applicationserver:
hosts:
customer-as01l:

ansible host: 10.10.3.60
gateway: 10.10.3.1
host vm network: "vmbr3"
online charging enabled: false
gateways folder: "gateways prod"

# oacl wloas
license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150
gateway: 10.10.2.1
host vm network: "vmbr2"

monitoring:
hosts:
customer-oam0l:
ansible host: 10.10.2.135
gateway: 10.10.2.1
host vm network: "vmbr2"
num cpus: 4



memory mb: 8192

dns:
hosts:
customer-dns01l:
ansible host: 10.10.2.177
gateway: 10.10.2.1
host vm network: "vmbr2"

# awllel ol usiall
all:
vars:
ansible connection: ssh
ansible password: password
ansible become password: password

customer name short: customer

customer legal name: "Customer Network Inc."
site name: "Primary DC"

region: US

TZ: America/Chicago

# 9SG PLMN

plmn id:
mcc: '001'
mnc: '01'

mnc_longform: '001'

diameter realm: epc.mnc{{ plmn _id.mnc longform }}.mcc{{
plmn_id.mcc }}.3gppnetwork.org

# ol slowl

network name short: Customer
network name long: Customer Network
tac list: [600, 601]

# eSS APT
apt _repo:

apt _server: "10.254.10.223"

apt repo username: "customer"

apt _repo password: "secure-password"
use apt cache: false

# oidl peS

charging:



data:
online charging:
enabled: false
voice:
online charging:
enabled: true
domain: "mnc{{ plmn_id.mnc longform }}.mcc{{ plmn_id.mcc
}}.3gppnetwork.org"

# wlbx) > acles
firewall:
allowed ssh subnets:
- '10.0.0.0/8'
- '192.168.0.0/16"
allowed ue voice subnets:
- '10.0.0.0/8'
allowed signaling subnets:
- '10.0.0.0/8'

# 955 Hypervisor (Jlo. Proxmox)
proxmoxServers:
customer-prxmx01:
proxmoxServerAddress: 10.10.0.100
proxmoxServerPort: 8006
proxmoxApiTokenName: Customer
proxmoxApiTokenSecret: "token-secret"
proxmoxTemplateName: ubuntu-24.04-cloud-init-template
proxmoxNodeName: pve0l

el 29559 slae] Juolas e Jguaxll Proxmox alo(SJI.

tiioll aoldl 45:Lgll =l 0
gitell draw Jl $Usll e2l) 10580 JSJ duade (1555 le Jguaxll:
wLlgSo OmniCore:

* gslig OmniCore:

e OMNIHSS - il oS suinall psls


https://docs.omnitouch.com.au/docs/repos/OmniCore

e OMNiISGW - (oSl ddaz) doaxdl algs

e OMNiPGW - (oSl dlas) do =l algs

e OMNIiUPF - poxivoll adas aalsg

e OmniDRA - a.>5 LS9 Diameter

e OMNITWAG - Jgogll algs WLAN adg5g0ll

wligSe OmniCall:

* §ilig OmnicCall:

e OMNITAS - §uby eol> IMS (VOLTE/VONR)

« OmniCall CSCF - L))l cluls (o oSl caillog
+ OmniMessage - s uaill Jilw,Jl SQOVp

« OmniMessage SMPP - JsSsig . 5> SMPP

e OMNISS7 - | LuYl aosS SS7

e VisualVoicemail - _sgsall 5]l

OmniCharge/OmniCRM:

* gslig OmniCharge:

alall s g5Lgll

. - aolsl il arlas
o oSl Ol unio groxd JolS Sl -
o aniol oYl o lugSill ol -

. - pamaiig aSuidll avs whbli,| IP
. - IP pafiio aSuis (19S5 Sosli
. - el &g

o sl ] -
o ploall oIS (o e -


https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

aJlUll wlgla=dl
1. LWl s sle o & poldl ramandl Calo sl
2. 53> PLMN &Sl elijgng
3. g29imo | Joogll u9Si 08 APT
4. Loz il prls slag]
5. plaxiwl javaxs izl cuns
6. szl S plaziwl s Ansible



losdoss Lo IP J
OmniCore

Loyl g disigll 03d puogs IP uind) Lwwliall OmniCore. ass,l d)lorol| ayidl cillais

z9099 bVlg VLYl U2 (o e JSuin aSauid| asllby o) adsls anc 49 ol
e llasll.

24/ axc ,9 wlSui gl (e liddl jomazill
J i JS cllai, OmniCore (s Il Juolgill 8 juaio axs 9 o Sui gl

1. 24/ Jol - anojadl sloidl aSusi
2. 24/ ik - o iV aSais

3. aSanis IMS 24/ b - anls1aJl
4. aSaiv UE 24/ g, - anlall

w bllosio sl 4ul.ua_9.a oD :,.0.@o

o) lgs wogo amyloo Juasl oo diggll 0id 9 Bgwgall axe yall oSl jasazs
wl s OmniCore. LBlos aiyo dayylosoll adl plo (U5 gog:

¢ A o wlisSall par goy diSey 162219 dnc,9 S 19 patraell pre>
il s oz bzl cunly s OlS 1] 8221y axe 49

o abasio a9 Wl slin] diSoy (aseladl axc joll aiSuis 9 Orioo £9i JS
lisSall go g95 JSI (J 82>lg MMEs, J 6a>l5 HSS. &].)

* o cunlin a9 4 S sl 9 prisinall it diSas tasmatne wlasans
do Al cbildlaio



o oo e IPS alsly cuslic plaxiwl guivianll oz oSes taelally adslall
(RFC 1918) g Yl paziny laiy IPS juidl puss oso > JS rdnle

osall 4S5 6,15] cllio ol Jje @ cuogall an Yl ac il o lSuill g 495

Sl llbniog aolioll cpgliall a>luag <l anlal aSuidl Lzslsisls ol

1. (24/ 9@ sl) aro;xll 6lgill aSiuiv

awlwYl oSal dlazg prsimall das uolic 1ol
wLligSall:

e OMNIMME (S =l 5,05] oLS)

e OMNISGW (awssdl algll)

e OMNIPGW-C (algs (x5 oSl ala> PDN)

e OMNIUPF/PGW-U (&g, / paximoll alas asylsg PDN)

10.179.1.0/24 :Jls

mme :
hosts:
omni-site-mmeO@1l:
ansible host: 10.179.1.15
gateway: 10.179.1.1
host vm network: "vmbrl"

2. (24/ ) 6, LVl aSui
8,1 caslbgg oo vdwwlow valas ol i) 1ge sl
wloSall:

e OMNIHSS (oud jiall a8 iinall e3l5)



e OmniCharge OCS (cu i)l jue H=idl plas)

e OmIiniHSS PCRF (pzuidly dawluwd]l aclgd dailsg)
e OmniDRA DRA (alad ax>gi JiSg)

e peolg> DNS

e polg> TAP3/CDR

e asl,0ll/OAM

e bladl SIP

o e il pols

e 0 RAN

e izl lul, Omnitouch CBC (solzdl el 35 50) - o uini o5 13)
o cddall il 8,515 polgs> APT - e juiw o5 15]

10.179.2.0/24 :Jlo

hss:
hosts:
omni-site-hssOl:
ansible host: 10.179.2.140
gateway: 10.179.2.1
host vm network: "vmbr2"

3. aSaiv IMS (24/ cdl) ads1Ldl
wlorsg ol li] 1ge sl IMS amlwdl (wl,Li] SIP alslxl)
ligSall:

e OMnNICSCF S-CSCF (awoaxll wld Kol wlud> (9 oSl daadlbg)

e OMNICSCF I-CSCF (aglaiiwyl wla Kol wluly (w9 oSl daylsg)
e OMnITAS (wlauill 55 / wasledl wlaulai psls)

e OmniMessage (s wasll Llw JI 9 oSl 6259, SMPP, IMS)

e OmMniSS7 STP (wl,le] Jasi alasi SS7)

e OmniSS7 HLR (J jiall gégall J=uw) - 2 JG/3G

e OmniSS7 IP-SM-GW (MAP SMSc)



e als; OMNiSS7 CAMEL

10.179.3.0/24 :JlLw

scscf:
hosts:
omni-site-scscfOl:
ansible host: 10.179.3.45
gateway: 10.179.3.1
host vm network: "vmbr3"

4. aSaxs UE (24/ gal,) aolall
Jio poimoll 4gz 90 wloas 1ya_adl IMS g DNS
wligSall:

e OMNICSCF P-CSCF (aliSs)l wla)Sall wluly (b oSl aiylsg)
e plg> XCAP

o Sl wgall sl eolgs
* DNS sMosll

10.179.4.0/24 :JL.s

pcscft:
hosts:
omni-site-pcscfOl:
ansible host: 10.179.4.165
gateway: 10.179.4.1
host vm network: "vmbr4"

setiill § Lo

o OmniCore Sasdl ol By duaidd Guiws ) ouisy ylo:



aniol yioV/asl juall aSuill wlg>ls i1 ad,,lall
(cli lar o 9o)

pazxiwl NICS geidl sng Jj& s8] s 494, .aSui glaie JSU apol,isl jomz ol dbadio
Y i) & Gwogoll.

Jlo:

# awo il sleidl - vmbrl
mme :
hosts:
omni-1lab07-mmeOl:
ansible host: 10.179.1.15
gateway: 10.179.1.1
host vm network: "vmbril*

# s Lyl - vmbr2
hss:
hosts:
omni-1lab07-hssO1:
ansible host: 10.179.2.140
gateway: 10.179.2.1
host vm network: "vmbr2"

# IMS ad>s/Jl - vmbr3
icscf:
hosts:
omni-lab07-icscfOl:
ansible host: 10.179.3.55
gateway: 10.179.3.1
host vm network: "vmbr3"

# UE aolJl - vmbr4
pcscft:
hosts:
omni-lab07-pcscfOl:
ansible host: 10.179.4.165
gateway: 10.179.4.1
host vm network: "vmbr4"



pag go 83>l aljud dgzls paziml VLAN Losic o oYl il cuwlio In .o lSuid] Juasl
0SS NICs 859a%0 ausl juall.

Jlo:

# (O ARl u[g_(a.// &> vmbrl2 &o VLANS dslizo
applicationserver:
hosts:
ons-1lab08sbcO1:
ansible host: 10.178.2.213
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlianid: "402"

dra:
hosts:
ons-1ab08dra0l:
ansible host: 10.178.2.211
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlianid: "402"

dns:
hosts:
ons-1lab08dns01:
ansible host: 10.178.2.178
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlanid: "402"

o oS pb VLANS (sl juall zliaall el
o ou azsis @8 VLANS LWl lasdl/aledl aic

alos > ol Jlio VLAN:



VLAN 10: 10.x.1.0/24 (awoj=Jd!| 8leidl)
VLAN 20: 10.x.2.0/24 (s, LuYl)

VLAN 30: 10.x.3.0/24 (IMS als1aJl)
VLAN 40: 10.x.4.0/24 (UE ao LeJI)

aole o o

it oo >@@ax)l Clla OMniCore ¢olic wle wlsSall yas sgizi Of IP Jlas)l asle
Jio ooz l:

* DRA - az, | Jadl ol go Jlszidl aplad o, LY

e SGW/PGW o5 S, =) - Jlgzull GTP (gziall <1S il oo

e ePDG - ,.c wlJISLU WiFi (3wl IPsec o UE)

o algs SMSC - &Yl SMPP a3l 6 aill Jilw )l wlrozo go
e P-CSCF (ol jasy ) - J bl Juzumill UE SIP

voroi axfaS IPS aolall

ixlleo oii IPS azdlro pis oS Llos lgauss a9, lall aslall IPS 5 > wlals 9 adds1odl
Olgic sa> abluww e Huavaddl IP Ja> 9 pladl ansible host glivg anwlioll algd! go

Jlio: SGW/PGW go Jlg=ill IPS aolall



sgw:
hosts:
# SGWs aoldl aSuidl de adzJ]
opt-site-sgw01l:
ansible host: 10.4.1.25
gateway: 10.4.1.1
host vm network: "v400-omni-packet-core"

# SGWs go Jls=ill IPS dolell
opt-site-roaming-sgwO1l:

ansible host: 203.0.113.10

gateway: 203.0.113.9

netmask: 255.255.255.248 # /29 subnet

host vm network: "498-public-servers"

in pool: False

cdrs _enabled: True

smf: # PGWs
hosts:

# PGW go Jlo=ill IP plc

opt-site-roaming-pgw0O1l:
ansible host: 203.0.113.20
gateway: 203.0.113.17
netmask: 255.255.255.240 # /28 subnet
host vm network: "497-public-services-LTE"
in pool: False
ip pools:

- '100.64.24.0/22'

Jlio: DRA go IP ple

dra:
hosts:
opt-site-dra0l:
ansible host: 198.51.100.50
gateway: 198.51.100.49
netmask: 255.255.255.240 # /28 subnet
host vm network: "497-public-services-LTE"

Jlo: ePDG go IP plc



epdg:
hosts:
opt-site-epdg01l:
ansible host: 198.51.100.51
gateway: 198.51.100.49
netmask: 255.255.255.240 # /28 subnet
host vm network: "497-public-services-LTE"

oo o IPS aolallg ad=1,dl

oo tge Jlid 0oy ol gladl o IPS (e . wligSall dfgamo Huis ouo dolally aulslall
Jlall Jupw:

o SGWS paxius ddzo gdleal adsla)l GTP
o SGWSs x| Jaill &S i o JOPszill o0 &S, Lapas dolall
o i 3 Ol oSer PGW-C o JS SGWS az,lly auls sl

ayiy Jolois OmniCore (uglic go ipian JS oS 09 ladd - awdw s go IP o auwlinll.



v il eols
aole o ,los

wlsSo gron whinall Jurai yaus il eols ,uoy OMnitouch. aaws i o VsSe JS $axiy
Jasesoai)| ] SU9d g Jaswind| sy xic.

sloe Vi

1. yrouioodl calo (n9 i, nill

license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150
gateway: 10.10.2.1
host vm network: "vmbr2"

all:
vars:
customer legal name: "Customer Name"
license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

2. oz yill calo ,a99i

gio license.json (g o peaios)l Omnitouch) 9 hosts/Customer/group vars/

3. il

ansible-playbook -1i hosts/customer/host files/production.yml
services/license server.yml



| paaill g e Ll oz A o gaxil diSay https://license_server .

alodl s Hugsi
9o &Sy glowd) Juesll g8go 9 aloxll Ol (sS5 cay HTTPS (443 saioll) (J]
2 aoll jaws il o el eolgs Omnitouch aJlll:

time.omnitouch.com.au  160.22.43.18 1 e il o @axidl pols

time.omnitouch.com.au 160.22.43.66 2 o il o gaxill eols

time.omnitouch.com.au 160.22.43.114 3 o il o gaxidl pols

zor3ll agllaall xclgall:

e JsSsisull: HTTPS (TCP/443)
* 160.22.43.114 ,160.22.43.66 ,160.22.43.18 :ag>4ll
° us?)l.? 'OLRJyl

wbllaio DNS

J= 2929 paus il o wdlaiy, DNS S anldl oz il o gexill dauiy go Joolgil (saulog
Omnitouch.

295 DNS wollooll:

o eolss W] Jsos pars il el Sy Ol cam DNS aslall
o 19Su p8 DNS aJUWl o)Ll o 2>lg plaziwY:

o 1.1.1.1 (Cloudflare - acx, DNS )0VI)

o 8.8.8.8 (Google Public DNS)



vass i poles pazius talo@€@Me Omnitouch DNS (oYl (DoH/DOT). plaxiwl yoiay

e3lg> DNS o muall gaxill anlell DNSSEC ol ucl e axilll JSLiodl giasg DNS
oloYl 8 52! dlawlg,.

aball wls gilgl)



o295 Netplan
aole 6 los

J 0Se; OmniCore (e Blali aSuidl wlgzly (eSS VMS ploziwl 6, 9uu0ll netplan. i
J dufo.

o auuw Jl 6,bYl ag=lg slac] (eth0)

o ouolie) d5il wlgzly a9lo] IP dwaaxall j5,0ll 45,5 ol (Jolil wYlail gl vaolsl

» aisno wlgzs) anlll Gubll S

9% aSai Netplan

J sl o8l uSwil Netplan jukio caiol «apmo) netplan config ol a3l
A Jinja2 Jxo 9 group vars &b oI

dra:
hosts:
<hostname>:
ansible host: 10.0.1.100
gateway: 10.0.1.1
netplan config: netplan.yaml.j2

oo Al e Jgaxll piw hosts/<customer>/group vars/netplan.yaml.j2.

llall &= 50

JolSJI Il &) netplan.yaml.j2 euwd JS gouwiv wlidss go:



network:
version: 2
ethernets:
# paxiws - awws )| agzlgll ansible host ¢ gateway o> ,=J| (o
ethO:
addresses:
- "{{ ansible host }}/{{ mask cidr | default(24) }}"
nameservers:
addresses:
% if 'dns' in group names %}
# oo o @wioall laa g8 15| DNS. poxiwl DNS wizmi] o, L
oo lodl 5 leieVl
- 8.8.8.8
{% else %}
#p_)|97' el 5 @M> DNS dC goxo0 (Ho ‘dns' o> =]l o9
for dns host in groups['dns'] | default([]) %}
- {{ hostvars[dns host]['ansible host'] }}

~~
o°

{% endfor %}
{% endif %}
search:
- slice
routes:
- to: "default"
via: "{{ gateway }}"
{% if secondary ips is defined %}
# e aals> - ayqi LIl olgzlgdl dict secondary ips o> =Jl o
# ag>lgll ayomsi: ensl9., ens20. ens2l... (18 + loop.index)
{% for nic name, nic config in secondary ips.items() %}
ens{{ 18 + loop.index }}:
addresses:
- "{{ nic config.ip address }}/{{ mask cidr | default(24)
P

{% if nic config.routes is defined %}
# agzloll odd algy G b JS posiwi - agzlodl odgd a U gub
routes:
{% for route in nic config.routes %}
- to: "{{ route }}"
via: "{{ nic config.gateway }}"
% endfor %}
% endif %}



% endfor %}
{% endif %}
annsy blas:

o ansible host 4 gateway cavaoll jolxdl 5,2l s go il

¢ oolg> i piy DNS d€gox0 9 utnianll o BSuoliuy dns

* dolidl wlgzlell drouns oy €n519. ens20 i duous go awlid @] NIC (59
Proxmox

o JS seixi ol oSer IP L ol anl Gy als: sls ol

a1 agzlgll (Hao%i
assi ) agzlsll 19S5 iy (€th0) plaiwl Elal:

e ansible host - plgic IP
* gateway - awol,i9Yl algll
e mask cidr - (24 Gol, il 9eS) aSuid] glis

eolg> pusi o DNS (J| Glals:

* dfgoxo 9 ouiwanll dns (uglic poziui IP g aolxll ansible host)
o ool awsi 9d Cavaall 9§ 15] 8.8.8.8 (J] &>, DNS

agilill wlg>lgll

aslo] aSuis wlezls W 09l ol puinimall (uslis IP @] (Jsladl (aolsll). ezl

eSS secondary ips.



lolosxoldl

secondary ips:
<logical name>:
ip address: <ip address>
gateway: <gateway ip>
host vm network: <proxmox bridge>
vlanid: <vlan id>

routes: # dagzleJl oo e avl Gb - s lis/
- '<destination cidr>'

- '<destination cidr>'

9 saiil) L)l ayanaid] ol plaiwl Blab a5l wlezls)l drams ai Ubuntu:

* agili ag>ly JSL ens19
* 44l agzlg L ens20
* a4l ag>lg edl: ens21
° 35ay...

i oo ananall wlezlll slawl go glas 13 Proxmox aslis] sic NICs J] aslio] VM.



SueSil tle Jlio

dra:
hosts:
<hostname>:
ansible host: 10.0.1.100
gateway: 10.0.1.1
host vm network: "ovsbrl"
vlanid: "100"
netplan config: netplan.yaml.j2
secondary_ ips:
public ip:
ip address: 192.0.2.50
gateway: 192.0.2.1
host vm network: "vmbrQ"
vlianid: "200"
routes:
- '198.51.100.0/24'
- '203.0.113.0/24"
peering ip:
ip address: 172.16.50.10
gateway: 172.16.50.1
host vm network: "ovsbr2"
vlianid: "300"
routes:
- '172.17.0.0/16"

L Netplan qlll

oMel oSl Mgy



network:
version: 2
ethernets:
ethO:
addresses:
- "10.0.1.100/24"
nameservers:
addresses:
- 10.0.1.53
search:
- slice
routes:
- to: "default"
via: "10.0.1.1"
ensl9:
addresses:
- "192.0.2.50/24"
routes:
- to: "198.51.100.0/24"
via: "192.0.2.1"
- to: "203.0.113.0/24"
via: "192.0.2.1"
ens20:
addresses:
- "172.16.50.10/24"
routes:
- to: "172.17.0.0/16"
via: "172.16.50.1"

JolSG Proxmox

elaziwl xie playbook proxmox.yml. sbis] ai NICs (e Elali a5l VM:

1. VMs aslo] piy t6asaz NICS (JoVl oSl slil aygilil]
2. VMs a5lo| pis 1639290 NICS Jurin 85le] piyg aseilidl VM @l sl §alail

MG paximy Proxmox:

* host vm network - Juosi piy M| uuzdl NIC a
e vlanid - aoMe VLAN ag=lgl)



s - -

A ] cavasl Galo o wlhusiall 05 i Jinja2
oIl Al jo e pi /etc/netplan/01-netcfg.yaml
wliyeSs sl alj] e netplan wlio,leil cizd 835290
esis netplan apply eS|l lawiuis

- oolie o gaxill aiy IP ploazxiwl ip addr show

vk W

ass Lidl ooVl V>
Diameter Edge Agent (DEA) go IP plc

<hostname>:
ansible host: 10.0.1.100 # IP A3 6,0/
gateway: 10.0.1.1
netplan config: netplan.yaml.j2
secondary ips:
diameter roaming:
ip address: 192.0.2.50 # IP Jloxil b5 uid ple
gateway: 192.0.2.1
host vm network: "vmbr@"
vlanid: "200"
routes:
- '198.51.100.0/24" # ozl b puiv aSuis



PGW ag>lg zo S5/S8

<hostname>:
ansible host: 10.0.2.20 # IP JA>D
gateway: 10.0.2.1
netplan config: netplan.yaml.j2
secondary ips:
s5s8 interface:
ip address: 203.0.113.17 # IP olc S5/58
gateway: 203.0.113.1
host vm network: "vmbr@"
vlanid: "50"

abagio llug 6,15] wlSui go 39Liall 3ami0 pols

<hostname>:
ansible host: 10.0.1.100 # 6,V aSCuis
gateway: 10.0.1.1
netplan config: netplan.yaml.j2
secondary ips:
data network:
ip address: 10.0.2.100 # obld aSuis
gateway: 10.0.2.1
host vm network: "ovsbr2"
vlanid: "200"
backup network:
ip address: 10.0.3.100 # bl>Yl i aSuis
gateway: 10.0.3.1
host vm network: "ovsbr3"
vlanid: "300"

ol 6,LuVl IPs wllgall (o augsLl

ouslis ] 8 LYl LiSoy IP led (w9 agildl Jinja2 ueSill wlalog s 5Vl



Ouooll yuai e

ar) s3I Cipiaall pusi Gle d035 S5 2 IPS plasiawl ol 6 uilio 8)LiYl LiSay raysil
inventory hostname:

# (oY1) 6wblo 6, LYl
{{ secondary ips.diameter public ip.ip address }}

# ,uc muoe JSiu ol inventory hostname (amuiil| guas)
{{ hostvars[inventory hostname]['secondary ips"']
[ 'diameter public ip']['ip address'] }}

# ool g Lo | Jowsll
{{ secondary ips.diameter public ip.gateway }}
{{ secondary ips.diameter public ip.vlanid }}

>l @uos Ho

ol s LYl Wl azl sie IP L (Gulas Jlasl 0955 Jliadl Juw Gle) Gilixo cavan]) 595U
exxiwl hostvars Wagiwoll Cavaosll pwl go:

# icoome 9 JoY| wmeldl J| s, LYl dra
{{ hostvars[groups['dra'][0]]['secondary ips"']
[ 'diameter public ip']['ip address'] }}

# sdiioo gro> e aals DRA oy glic de Jgaxdlg IP gy daoladl do Ledl
{% for host in groups['dra'] %}
% if hostvars[host]['secondary ips'] is defined %}
- {{ hostvars[host]['secondary ips']['diameter public ip"']
['ip address'] }}
% endif %}
% endfor %}

alai 5u9Ss :Jlio DRA

Olsiss ala ) Jlas ulai gusSi 08 IP v ol plall:



# o9 dra_config.yaml.j2 - peaxiwl inventory hostname JULJ| wiaoll
peers:
- name: external peer

# olgizs by, IP Gurooll lig pldl pladl

local ip: {{ hostvars[inventory hostname]['secondary ips']
['diameter public ip']['ip address'] }}

remote ip: 198.51.100.50

port: 3868

<ailS 5] Lo g9l IPS 639590 asgslill

aolaxiw] Jib 13250 usiall Ol 13] oo ESl> gamu:

% if secondary ips is defined and

secondary ips.diameter public ip is defined %}

public ip: {{ secondary ips.diameter public ip.ip address }}
% else %}

public ip: {{ ansible host }}

% endif %}

wlegzlgll slowl (o G0

W Jsz Il Ly o8 VM wlezlgdl clowl o giamig:

ip link show

J &dsiall W VM Guinsil paigzls go:

: lo: <LOOPBACK,UP,LOWER UP> ...

: ethO: <BROADCAST,MULTICAST,UP,LOWER UP> ...
: ens19: <BROADCAST,MULTICAST,UP,LOWER UP> ...
: ens20: <BROADCAST,MULTICAST,UP,LOWER UP> ...

A W DN -



9% o 92> Netplan

cat /etc/netplan/01l-netcfg.yaml

$loi Netplan Lo,

netplan apply

c>uwos Netplan

netplan --debug apply

ip route show

Lo @1 ols 4:Lgll

* Cavaall 5> slae] -
° 'L)J‘SSJVM
o Sl wl yrio gao> -



s VM/LXC (o9
Proxmox

iCgoxo Juiniy WMos (o olasll aullall pgai OmniCore e Proxmox. JJaJl oing
wllas plaxiwl a38.S Juasidl gowin proxmox elaxiwl egidu >lacy Proxmox.

o> Jolgi VMware gHyperV alxullg (Wl> Vultr / AWS / GCP) PR

Ll lail:
REBCE VMs il
d - Ulgie Lavaxi whbhla,)] IP
e - oeolis IP 8o0mio wihilaclg asgslidl NIC

o i) Lol Jasl uww -

LXC JLleo VM

wbgl> LXC:

e Cavanll sle JHliw (o j9dl daares

* daaxio aalSs g Jukiin s

* dgaxe Jje

o 8loi wlizg ol daazo Sei Jaiini HSoy Y

o Tl 8 puisill | @D p ut

Jusini Sas Y UPF (854>1 / 8lgi wla>g cillai, TUN)

auol 8Vl & YVI (KVM):

* dauaxo ble go alolS apol sl

JolS Je

daaoll o Suidly sloil wlazg Jysisi Sy
el 5)lgo aalSs

clu) lgs o 9o



o il asgllae UPF
plwvl oVl

o )l gdlgo amiol x0Vl YV, UPF, aSuidl wasllbg graz
e LXC: y gl aapes wloas izl / uixoe wlyw (apt-cache. asl o)

>lac] Proxmox
1. o, slis] API

# dgzlg o Proxmox: jge, » ol g3Vl » oL Ll ;S ,0 API
# jo slis|: root@pam!<TokenName>
# (82519 6,0 sghs) sosd| w |

2. s sliuil VM Cloud-Init (J VMs laas)

oo ole o Sl I Jusinis 08 ProxmoxX. o daulxw 8900 Jojiis pgss Ubuntu egésg
exxiwo dlaicl wlly go s clisl cloud-init.



#!/bin/bash
set -e

TEMPLATE ID=9000

IMAGE URL="https://cloud-images.ubuntu.com/noble/current/noble-
server-cloudimg-amd64.img"
IMAGE="noble-server-cloudimg-amd64.img"
echo "=== o au law 6,90 Jojis Ubuntu ==="
cd /var/lib/vz/template/iso

wget -N "$IMAGE URL"

eChO == ‘o_J_)._o_jl U‘_]l_q_ll T _._la' ) ==="
gm destroy $TEMPLATE ID --purge 2>/dev/null || true

echo "=== clihisoll i HpuSos ==="
pvesm set local --content images,vztmpl,iso,backup,snippets

echo "=== poxiwo ol Lo ¢Llis ] cloud-init ==="
mkdir -p /var/lib/vz/snippets
cat > /var/lib/vz/snippets/user-data.yml << 'USERDATA'
#cloud-config
ssh _pwauth: true
users:
- name: omnitouch

plain_text passwd: password

lock passwd: false

shell: /bin/bash

sudo: ALL=(ALL) NOPASSWD:ALL

groups: sudo
USERDATA

echo "=== JUL c¢lis| WM ==="

gm create $TEMPLATE ID --name ubuntu-2404-template --memory 2048 -
-cores 2 --net0O virtio,bridge=vmbro

gm importdisk $TEMPLATE ID $IMAGE local-lvm

gm set $TEMPLATE ID --scsihw virtio-scsi-pci --scsi® local-
lvm:vm-${TEMPLATE ID}-disk-0

gm set $TEMPLATE ID --ide2 local-lvm:cloudinit

gm set $TEMPLATE ID --boot c --bootdisk scsi0

gm set $TEMPLATE ID --vga std

gm set $TEMPLATE ID --agent enabled=1

gm set $TEMPLATE ID --cicustom user=local:snippets/user-data.yml



gm template $TEMPLATE ID

echo "=== JlaJl slii| p5 $TEMPLATE ID ¢lai, ==="

wlasMe:

wbbizl o> Jazuw Jlall 84,0 omnitouch / password (sx>g9 J| Jgogl)
Juiws ] oS=all cloud-init)
e luiwdl xie Ansible. o slicdl wlly 9l ey local users calo (9
Ay el prapaall:

0 o paZimo Jol zlido paxiumoll owl local users

o Ja> g all dalS password pazime JoY (iolisYl 0sSy

'‘password’ aiusi ol o 13])

o tliao SSH: Ja> public key pxiue JsY
--vga std 9 wugll e oSl 8259 Jo posas Proxmox
aode -N le wget adzoll asumidl o woml wilS 15 laas Jyjull pois

oo S9x s 1 L ISO

osazo waii | dzlyy S gl dxlio Ol jeo oS 6l I3]:

sLisi] 11 sglasdl VM cugll agolg s

e clis] VM 9,20 = 8350> VM 9000, owVl: ubuntu-2404-template
o Jrox 1 Jusiil] plai 1SO psls> Ubuntu plaziwl ol 1ISO 55260

o ioliYl :pllail (pS= 82> SCSI: VirtlO SCSI)

o JsWI .eublez 32 1ol ,8Y1: SCSI

¢ 59 2 OOl

o cullzo 2048 5,513l

e aSwadl: VirtlO. uws vmbroO

* ¢ VM ool caisg Ubuntu

J>0s 12 sglasdl VM - slacly caulais



# cuwis cloud-init
sudo apt update
sudo apt install cloud-init gemu-guest-agent -y

# jlexd] 80020 ob Ly wilis

sudo cloud-init clean

sudo rm -f /etc/machine-id /var/lib/dbus/machine-id
sudo rm -f /etc/ssh/ssh host *

sudo truncate -s 0 /etc/hostname

sudo truncate -s 0 /etc/hosts

# 0oL pwo bash Jwisdl wlay |
history -c
sudo poweroff

asLlio| 13 sglazdl Cloud-Init wls J] Jig=isg

izl VM = 0 = a9lio] = 6 g2 CloudInit (Jie ¢yl izl local-lvm)
Cloud-Init » paxiwwsll: omnitouch. ,g,0ll 40lS: password

o LSs = ol bl = 8562V QEMU = )uSas

ole ga¥l puslall i il VM = B ] Jig>

3. s Jujis LXC (J LXC lags)

# bo8c s_umd 9 Proxmox:
pveam update
pveam download local ubuntu-24.04-standard 24.04-2 amd64.tar.zst



yuiid VM (proxmox.yml)

all:
vars:
proxmoxServers:

pve-node-01:
proxmoxServerAddress: 192.168.1.100
proxmoxServerPort: 8006
proxmoxRootPassword: YourPassword
proxmoxApiTokenName: ansible
proxmoxApiTokenSecret: "your-token-secret-uuid"
proxmoxTemplateName: ubuntu-2404-template
proxmoxTemplateId: 9000
proxmoxNodeName: pve-node-01
storage: local-lvm # s Lis/

pve-node-02:
# ... awll sasel eSS

# J poxriwo Jol pliiwl iy - paxiwall slaicl < lly VM cloud-init
local users:
admin_user:
name: Admin User
public key: "ssh-rsa AAAA..."
password: "optional-password" # g¢o wolu9Yl 'password' [5/

ainzi i o

mme:
hosts:
site-mme0O1l:
ansible host: 192.168.1.10
gateway: 192.168.1.1
vlanid: "100" # s li>/



] LXC (proxmox_Ixc.yml)

all:

vars:

proxmoxServerAddress: 192.168.1.100

proxmoxServerPort: 8006

proxmoxNodeName: ['pve-node-01', 'pve-node-02'] # dails of 55,9
proxmoxApiTokenName: ansible

PROXMOX API TOKEN: "your-token-secret-uuid"
proxmoxLxcOsTemplate: 'local:vztmpl/ubuntu-24.04-

standard 24.04-2 amd64.tar.zst'

LXC

proxmoxLxcCores: 2

proxmoxLxcMemoryMb: 4096
proxmoxLxcDiskSizeGb: 30
proxmoxLxcRootFsStorageName: local-lvm
mask cidr: 24

host vm network: vmbr0

# o oIl Jsogll parive Jof plhiriwl ai - poxiwall slaicl <lly VM /

local users:
admin_user:
name: Admin User
public key: "ssh-rsa AAAA..."
password: "optional-password" # g¢o ol u9Yl 'password' [5/

ainzi iy o

apt cache servers:
hosts:

site-cache:
ansible host: 192.168.1.20
gateway: 192.168.1.1
vlanid: "100" # s lis/
proxmoxLxcDiskSizeGb: 120 # (swao JSU jolz



s VMs

ansible-playbook -i hosts/Customer/hosts.yml services/proxmox.yml

wlgl> i LXC

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox 1lxc.yml

93> VMs / LXCs

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox_delete.yml

Jgluull

proxmox.yml

o wwilS 3] Lo oy VM 9 J=all 839290 oYl Luai, Proxmox

* &9 VMs asy,bb ploaxiwl aasll e round-robin

o Wl o Fuiiw

o 1Su poiy IP g iwloMadl ienlicloud-init

o pasiauo sleicl wlily 322 cloud-init w9 Jlss] Jol o local_users
e wlblsal giog o VLAN

proxmox_Ixc.yml

o ol awIl aglall 5975 p28 o Séxi IP
* &9 LXCs aay b plaxiwl xasll e round-robin



* &o agl> &y IP el

wlws Jol Ll cwinis Llocal_users Jowg go sUdo glivog SSH
* oSk ey Netplan oSl

Elab olgll Tay

proxmox_delete.yml

o Lodmg wadgr VM [ LXC 5,2l (8 carinodl pund ais ol

o 4l 20 ax 89all adgi

&9 Round-Robin
&g ey VMs gLXCs xac e Elali Proxmox glaio elaxiwl round-robin (modulo):

59 wbLSlw 3 go Jlio MME:
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mmeOl - pve-node-01 (index
mme02 - pve-node-02 (index
mmeO3 - pve-node-03 (index
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mme04 - pve-node-01 (index
mme05 - pve-node-02 (index

o®

1. sox, playbook cavasll )95 d¢g90x0 (Jio mme. sgw. hss)
2. (0 o l22y) asgoxall Al S35 Capianll G g9 cumxy

3. adoc paziw modulo: host _index % number of nodes
4. amgidl Gle 2Ly (Shaall by



# J awdl VMs (proxmox.yml) - éoazio pole> Céy,2i

proxmoxServers:
pve-node-01: { ... }
pve-node-02: { ... }
pve-node-03: { ... }

# J awwdl LXCs (proxmox Ixc.yml) - éoxgio rézs dasls
proxmoxNodeName: ['pve-node-01', 'pve-node-02', 'pve-node-03']

wslalidl oMl giog

o wlegomo oz tacgamall / ,9aJl slaawl Ansible Capaoll o] (i il
* usio g9g90ll ouml site name

Jlo:

site name: "melbourne-prod"

mme :
hosts:
melbourne-mmeOl: { ... }

wle aoMe giog o tasuiadl VM / LXC 2: mme. melbourne-prod

igzlg 9 a0 Wl HoSs Proxmox eulaidl / areaill au80y.

e JSI wljgl
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hosts:
high-spec-host:
ansible host: 192.168.1.50
gateway: 192.168.1.1
proxmoxLxcCores: 8 # sl ol
proxmoxLxcMemoryMb: 16384 # s ,5/J/ jolzi
proxmoxLxcDiskSizeGb: 100 # _od/l jolz



awiy 8,10y aulisiis olg.)i ulgfvl oS 995 OmniCore ¥ wlwiSdl o3n gai .63ainll agixil
JuJ> util playbooks/ slasVl ColiuSiwly ailuall plge Y Jaime JSuin leheins (Says

assLadl.

&) 7)o
<lgoVl caniS

health check.yml
restore hss.yml

ip plan generator.yml
get ports.yml

getLocalCapture.yml

delete local user.yml
updateMtu.yml

systemctl status.yml

el
Oloar)l oz do & Joliv o i sliws]

lly 8220 85leiwl HSS asuill o a5l sl/g
anbolim Y

wlalaxo go aSwidl §5Ug cli| Mermaid

go> e dzoimnll wloaxlly da>giaoll 38Lodl 1925
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o]l groz o Wzxo paie Ll alj]

o MTU olezls wle (aaxio wl,lb]) 9000 LI

elisSo s aoxsll All> o il EPC

aloJl: util playbooks/health check.yml

Gruis Joli o 85 ey HTML wlboas gra> slasy OmniCore ¢ OmniCall s3aioll.



ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/health check.yml

cl=>VI: /tmp/health check YYYY-MM-DD HH:MM:SS.html

lgro> poi ill wloglnoll
V9Sall azozoll Ll
wlboxdl o> il 830 JlauoYl vaoaxdl
OmniHSS o wYlasil .o lldl 8¢ 8 aJlb Diameter
OmniDRA ulai wYlail Diameter allxllg
OmniTAS a8 ol daxlleoll 8359 plaziiw! oMzl o lud=l L adasiid |l o LSl

0CS LS5 all> KeyDB

osleiwl HSS

«aloll: util playbooks/restore hss.yml

xazia, OMNIHSS (58l of (nis WLl 82618 831wl e . lolizY] muwill wlils (o
logsls Q@1 . Lnas.

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/restore hss.yml



g9l lodl ol loos
sac o :
hss dump <hostname> <timestamp>.sql
oLl - - -
oSl hss <hostname> <timestamp>.tar.gz

aloJl: util playbooks/ip plan generator.yml

o ol IP gussaal) (NICS d5ilidly aumlwdl)
o aSwidl daxy i e dole 8 las

<L gizall

& MySQL saclal
wlly omnihss

/etc/omnihss

o agzlgll JlasYl wlhlaxs (Diameter. GTP. PFCP. SIP, SS7)

ansible-playbook -i hosts/customer/host files/production.yml

util playbooks/ip plan generator.yml

cl=)Vl wlals
/tmp/ip plan <customer> <site>.md Markdown

/tmp/ip plan <customer> <site>.html HTML

o gll

apai il

&o wlelei lalaxo
asiuail) Al o lasb



39Loll 2955
aloll: util playbooks/get ports.yml

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/get ports.yml

cl=)Vl wlals
Ll ool

/tmp/all ports.csv  CSV Cavaoll puwl goi IP: doasdl 3aioll 1 JgSgig !

./open_ports.rst Jga> reStructuredText glg) Sphinx
aroxoll LI
Ja=Ji o gll

IP olsie IP 5 ol ansible host capaoll
Lol IP IPv4 5l IPV6

Jadl TCP 4l UDP

3aioll goiaall 2aiall 03,

doaxll dalasll awl



loadl LladVl gl iwl

aloJl: util playbooks/getLocalCapture.yml

Jus o capiae JS o i bladl ale x>l gz 4wy /etc/localcapture.

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/getLocalCapture.yml

cl=VI: . /localCapturePcaps/<hostname>/*.pcap

BYPST PN | IF Y BY

aloJl: util playbooks/delete local user.yml

LA 29 uivianll oz o e paiiwe Clws Lo

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/delete local user.yml

adlaoll sis 33l paziell pwl U5l 1adUawall.

U.-_gS.u MTU

aloll: util playbooks/updateMtu.yml

sam MTU agols wle (aosio wllb]) 9000 J] ens160  pivasll groz yuc.

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/updateMtu.yml

dg>le) Lo 2ox0 wuiSIl 132 talasMe ens160 . posxiws ity <ilS 5] cwSIl Losi o8
aalizo wlgzlg lowl.



awlbwVl aruall

ansible-playbook -i <inventory file> util playbooks/<playbook>.yml

oLl o gll
-1 <inventory> Al Galo aaxs

--limit <hosts>  &yaxw0 CAS}a303i¢thba Il owuss

-v/ -vv /[ -vvv 8.l verbosity
- -check agiaw Lo yose) Bz Jasiws
--diff wlaladl G| o ¢

[

aliol

# oYl e axmedl o9 Jusis
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/health check.yml

# 65 Lleiwl HSS s3x=0 @uimo le
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/restore hss.yml --limit hssO1

# ab> sliv | IP Jeso gl >| 2o
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/ip plan generator.yml -v






