Introducao ao
Desdobramento do
Ansible na Omnitouch

Visao Geral

Os Servicos de Rede Omnitouch usam o Ansible como sua plataforma de
automacao de infraestrutura para implantar solucdes completas de rede celular
(4G/5G) de maneira consistente, repetivel e automatizada. Este documento
fornece uma visao geral de como aproveitamos o Ansible para orquestrar
implantacdes complexas de telecomunicacdes.

O que é Ansible?

Ansible é uma ferramenta de automacao de cédigo aberto que permite:

Configurar sistemas

Implantar software

Orquestrar fluxos de trabalho complexos

Gerenciar infraestrutura como cdédigo

O Ansible usa uma abordagem declarativa - vocé descreve o estado desejado
de seus sistemas, e o0 Ansible garante que eles alcancem esse estado.
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Conceitos Chave

1. Inventario (Arquivos de Hosts)

Define quais sistemas gerenciar. Cada implantacao de cliente tem um arquivo
de hosts que descreve:

Todas as maquinas virtuais na rede

Seus enderecos IP

Configuracao de rede

Parametros especificos de servico

Os arquivos de hosts sao com 0s quais vocé trabalhara para definir sua rede.
Veja:

2. Funcoes

Define como configurar cada componente. As funcdes sao unidades
reutilizaveis que contém:

Tarefas (etapas a serem executadas)

Modelos (modelos de arquivos de configuracao)

Manipuladores (acdes acionadas por alteracdes)

Variaveis (valores de configuracao padrao)

Exemplos de fungdes para componentes do OmniCore: omnihss, omnisgwc,
omnipgwc, omnidra, etc.



Estas sao definidas pela equipe ONS, enquanto vocé pode edita-las,
geralmente ha maneiras mais limpas de fazer quaisquer ajustes que vocé
possa precisar a partir do seu arquivo de hosts.

3. Playbooks

Orquestra quando e onde as funcdes sao aplicadas:

- name: Deploy EPC Core
hosts: mme
roles:
- common
- omnimme

Usamos esses essencialmente como grupos para as fungoes.

4. Variaveis de Grupo

Fornece configuracao especifica do cliente que substitui os padroes das
funcdes. E aqui que a personalizacdo do cliente acontece sem modificar as
funcoes base.

Veja:

Arquitetura de Implantacao

Hosts File \

Group Vars Ansible Playbook SSH to Hosts Configure Systems Running Network

oles /



O Processo de Implantacao

1. Definir Infraestrutura
Crie um arquivo de hosts descrevendo sua topologia de rede:

Nota de Planejamento: Antes de definir a infraestrutura, revise o
para orientacdes sobre segmentacao de rede, alocacao de
enderecos IP e organizacao de sub-redes.

Usuadrios do Proxmox: Se implantando no Proxmox, veja
para provisionamento automatizado de VM/conteiner.

Veja: e

mme :
hosts:
customer-mmeQ1l:
ansible host: 10.10.1.15
mme_code: 1

2. Personalizar Configuracao

Defina variaveis especificas do cliente em group vars:

plmn_id:
mcc: '001'
mnc: '01'

customer name short: customer
#ToDo - Adicionar link aqui para referéncia de configuracao para lista completa

3. Executar Playbooks

Implante a rede:



ansible-playbook -i hosts/customer/host files/production.yml
services/epc.yml

4. Implantacao Automatizada
O Ansible iré:

e Criar/provisionar VMs (se usando integracao Proxmox/VMware)
e Configurar rede

e Instalar pacotes de software do cache APT

e Implantar cédigo de aplicativo

e Configurar servicos com configuracdes do cliente

e Iniciar servicos

e Validar implantacao

Componentes Chave que
Implantamos

OmniCore (Plataforma de Core de Pacote
4G/5QG)

¢ OMmniHSS - Servidor de Assinante Residencial

OmniSGW - Gateway de Servico (plano de controle)

OmniPGW - Gateway de Pacote (plano de controle)

OmniUPF - Funcao de Plano do Usuéario

OmniDRA - Agente de Roteamento Diameter
OmniTWAG - Gateway de Acesso WLAN Confiavel

Veja:


https://docs.omnitouch.com.au/docs/repos/OmniCore

OmniCall (Plataforma de Voz e Mensagens)

e OmniCall CSCF - Funcao de Controle de Sessao de Chamada (P-CSCF, I-
CSCF, S-CSCF)

e OmniTAS - Servidor de Aplicacao IMS (servicos VoLTE/VoNR)

¢ OmniMessage - Centro de SMS (SMS-C)

e OmniMessage SMPP - Suporte ao protocolo SMPP

e OmniSS7 - Componentes de sinalizacao SS7 (STP, HLR, CAMEL)

¢ VisualVoicemail - Funcionalidade de correio de voz

Veja:

OmniCharge/OmniCRM

 Plataforma CRM - Gestao de relacionamento com o cliente, auto-
inscricao, faturamento

Veja:

Servicos de Suporte

e DNS - Resolucao de DNS da rede
* Servidor de Licencas - Gestao de licengas

¢ Monitoramento - Prometheus, Grafana

Veja:

Gestao de Pacotes

Usamos um modelo de distribuicdo de pacotes hibrido:

Pacotes APT Pré-compilados
Todo o software da Omnitouch é distribuido como pacotes Debian ( .deb files):

» Construido a partir do cédigo-fonte em nosso pipeline CI/CD


https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

¢ \ersionado e testado

» Hospedado em repositérios de pacotes

Sistema de Cache APT

Os clientes podem escolher entre:

1. Cache APT Local - Espelho dos pacotes necessarios no local para
implantacao offline

2. Repositodrio Publico - Acesso direto ao repositério de pacotes hospedado
pela Omnitouch

Veja:

Gestao de Licencas

Todos os componentes de software da Omnitouch requerem licencas validas
gerenciadas através de um servidor de licencas central:

* Os componentes verificam a validade da licenca na inicializacao
e Recursos sao ativados/desativados com base na licenca

e O servidor de licencas pode ser local ou hospedado na huvem

Veja:

Beneficios Desta Abordagem

Repetibilidade
Os mesmos playbooks do Ansible podem implantar:

e Laboratérios de desenvolvimento
e Ambientes de teste
e Redes de producao

¢ Sites de clientes



Consisténcia

Cada implantacao usa as mesmas configuracoes testadas, reduzindo erros
humanos.

Controle de Versao

A infraestrutura é definida como cédigo no Git:

* Rastrear todas as alteracoes
e Revisar antes da implantacao

e Reverter se necessario

Personalizacao Sem Complexidade

Os clientes podem personalizar sua implantacao através de group vars sem
modificar funcdes principais.

Implantacao Rapida

Implante uma rede celular completa em horas em vez de dias ou semanas.

Comecando

Pré-requisitos

Antes de executar os playbooks do Ansible, vocé precisa configurar um
ambiente virtual Python e instalar as dependéncias necessarias.

1. Criar um Ambiente Virtual Python

Crie um ambiente Python isolado para a implantacao do Ansible:

python3 -m venv .venv

2. Ativar o Ambiente Virtual



Ative o0 ambiente virtual:
source .venv/bin/activate

No Windows, use:
.venv\Scripts\activate

3. Instalar Pacotes Necessarios

Instale todas as dependéncias do arquivo requirements.txt:
pip install -r requirements.txt

Isso instalara o Ansible e todos os pacotes Python necessérios para a
automacao de implantacao da Omnitouch.

Nota: Mantenha o ambiente virtual ativado sempre que executar comandos do
Ansible. Vocé pode desativa-lo quando terminar executando deactivate.

Etapas de Implantacao

1. Revise a para entender como definir sua
rede

2. Aprenda sobre para personalizacao

3. Entenda o para gestao de pacotes

4. Revise a para ver como tudo se encaixa

5. Implante!

Proximos Passos

. - Planeje sua arquitetura de rede e
alocacao de IP



- Aprenda como definir sua topologia de
rede

- Entenda a distribuicao de pacotes
- Aprenda sobre gestao de licencas
- Veja o quadro completo
- Personalize sua implantacao

- Ferramentas operacionais para verificacoes de
saude, backups e manutencao



Repositorio APT e
Distribuicao de Pacotes

Visao Geral

O sistema APT da Omnitouch fornece distribuicao de pacotes para todas as
implantacdes. Dois tipos de conteldo sao servidos:

1. Pacotes APT — Pacotes Debian instalados via apt install

2. Lancamentos Binarios — Binarios pré-compilados baixados diretamente
(exportadores Prometheus, agentes, etc.)

Dois modelos de implantacao sao suportados:

1. Acesso Direto — VMs puxam pacotes diretamente de
apt.omnitouch.com.au

2. Espelho de Cache Local — Um servidor local sincroniza com a Omnitouch
e serve pacotes para VMs (para implantacdes offline/isoladas)

Arquitetura
nternet {infraestrutura
Omn
apt.omnitouch.com.au
Parta BO
SIHC?:q{iZ;deD Pacotes + Lancamentos Pacotes + Lancamentos Pacotes + Lancamentos
Implantgcio em Implantacag de Acesso
v Chrisbn v
= (s
Fache AT Loca VM 1 VM 2 VM 3

Porta BOED

Pacotes + Lancamentes  Pacotes + Lancamentos  Pacobes + Lancamentos
¥ ¥ ¥

VM 4 VM3 VM &



Conteudo Servido

O servidor APT hospeda todo o conteldo necessario para implantacdes:

Tipo de
Conteudo

Pacotes
Omnitouch

Pacotes Ubuntu

Lancamentos
do GitHub

Tarballs de
Fonte

Pacotes de
Terceiros

Descricao

Pacotes .deb
personalizados (omnihss,
omnimme, etc.)

Pacotes Ubuntu em cache
com todas as
dependéncias

Binarios pré-compilados
(Prometheus, Grafana,
Homer, etc.)

Arguivos de origem para
aplicativos web
(CGrateS_Ul, speedtest)

Galera, FRR, InfluxDB,
KeyDB, etc.

Caminho

/dists/<distro>/

/<distro>/pool/main/

/releases/<org>/<repo>/

/repos/

/releases/<vendor>/

Variaveis de Configuracao

Dois conjuntos de variaveis separadas controlam a distribuicdo de pacotes.

Compreender seus propdsitos é essencial para uma configuracao correta.



Propodsitos das Variaveis

Conjunto de
Variaveis

apt repo

remote apt *

Propoésito

Configura
fontes de
pacotes APT

Configura
URLs de
download
binario

Usado Para

/etc/apt/sources.list e
/etc/apt/sources.list.d/*.list

Baixando arquivos do caminho
/releases/ (Node Exporter, Zabbix,
Nagios, etc.)



Quando Cada Conjunto de Variaveis E Usado

Downloads Binarios

Cenario Fontes APT (apt_repo)
- (remote_apt_*)
use apt cache: Usa
Usa apt repo.apt server
true apt repo.apt server - -
use apt cache: Usa apt repo.* com Usa remote apt * com
false credenciais credenciais

Quando use_apt_cache: false, ambos os conjuntos de varidveis sao
necessarios.

Opcao 1: Acesso Direto

Para implantacdes com conectividade a internet, as VMs puxam pacotes
diretamente do servidor APT da Omnitouch.

Requisitos de Rede

Whitelist de IP de Origem: Seu endereco IP publico deve ser incluido na lista
de permissodes no servidor APT da Omnitouch. Durante a configuracao, forneca
suas sub-redes de origem para a Omnitouch. Em troca, vocé recebera:

* Nome de usuario e senha para Autenticacao Basica HTTP
e FQDN para o servidor APT

Requisitos de Firewall: O acesso de saida aos seguintes intervalos de IP da
Omnitouch deve ser permitido:



Rede

Intervalo

IPv4 144.79.167.0/24

IPv4 160.22.43.0/24

IPv6 2001:df3:decO::/48

ASN AS152894

Servicos que requerem acesso a infraestrutura da Omnitouch:

Servico

Servidor APT

Servidor APT

Servidor de
Licenca

Servidor de
Licenca

Porta

80

53

123

53

Protocolo

TCP

TCP/UDP

UDP

TCP/UDP

Proposito

Downloads de pacotes

Resolucao DNS para
apt.omnitouch.com.au

Sincronizacao de tempo NTP para
validacao de licenca

Resolucao DNS para validacao de
licenca

Certifique-se de que o trafego HTTP (TCP/80), NTP (UDP/123) e DNS
(TCP+UDP/53) seja permitido para os intervalos de IP da Omnitouch.



Configuracao

all:
vars:
use apt cache: false

# Configuracdo das fontes de pacotes APT
# Configura /etc/apt/sources.list para comandos apt install
apt repo:

apt server: "apt.omnitouch.com.au"

apt repo username: "seu-usuario"

apt _repo password: "sua-senha"

# Configuracdo de downloads binarios

# Usado para baixar arquivos do caminho /releases/
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80

remote apt protocol: "http"

remote apt user: "seu-usuario"
remote apt password: "sua-senha"

Parametros

Fontes de Pacotes APT (apt_repo)



Parametro Tipo
apt repo.apt server String
apt repo.apt repo_username String
apt _repo.apt repo password String

Downloads Binarios ( remote_apt_*)

Requerido

Sim

Sim

Sim

Padrao

Descrica

Nome do
host ou
endereco |
do servido
APT

Nome de
usuario da
Autenticac
Bésica HT]
para fonte
APT

Senha da
Autenticac
Béasica HT]
para fonte
APT



Parametro Tipo
remote apt server String  Sim
remote apt port Inteiro  Nao
remote apt protocol  String Nao
remote apt user String  Sim
remote apt password  String Sim

Geral
Parametro Tipo Requerido
use apt cache Booleano Sim

Requerido Padrao

80

http

Padrao

Descricao

Nome do host
ou IP do
servidor para
downloads
bindrios

Porta do
servidor para
downloads
binarios

Protocolo (http
ou https)

Nome de
usuario da
Autenticacao
Basica HTTP
para downloads

Senha da
Autenticacao
Basica HTTP
para downloads

Descricao

Deve ser false
para acesso direto



Padroes de URL (Acesso Direto)

Fontes de Pacotes APT (configuradas em /etc/apt/sources.list):

deb [trusted=yes] http://{apt repo username}:
{apt repo password}@{apt server}/ noble main

Downloads Binarios (usados por tarefas Ansible get url):

http://{remote apt user}:

{remote apt password}@{remote apt server}:

{remote apt port}/releases/prometheus/node exporter/node exporter-
1.8.1.linux-amd64.tar.qgz

Como Funciona

Variaveis de

CmomPrs oS

O Que Eles Configuram

apt repo
(Fontes de pacotes APT)

L

/etc/apt/sources.list

remote apt * ‘ _‘ Downloads binarios
(Downloads binérios) ‘ " freleases/*

As VMs se autenticam com Autenticacao Basica HTTP tanto para pacotes APT
quanto para downloads binarios. Pacotes de sistema Ubuntu também sao
servidos do servidor Omnitouch (pré-cacheados), portanto, as VMs nao
precisam de acesso a espelhos do Ubuntu.



Opcao 2: Espelho de Cache Local

Para implantacoes offline, isoladas ou com largura de banda restrita,
implemente um cache APT local que sincroniza todo o contetddo da Omnitouch.

Arquitetura

Sincronizacao Inicial
(requer internet)

Configuracao

Defina o servidor de cache em seu arquivo de hosts com sua configuracao de
repositorio:



apt cache servers:
hosts:
customer-apt-cache:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:
# 0 servidor de cache sincroniza pacotes do repositério
autenticado
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "seu-usuario"
remote apt password: "sua-senha"

all:
vars:
# use apt cache: true # Definido automaticamente quando o
grupo apt cache servers existe
# apt repo.apt server: auto-derivado para 192.168.1.100
(primeiro servidor de cache)

Como funciona:

* Servidor de cache (192.168.1.100): Usa credenciais remote apt * para
sincronizar pacotes de apt.omnitouch.com.au:80

¢ Todos os outros hosts: Derivam automaticamente
apt repo.apt server: "192.168.1.100" e puxam do cache na porta 8080
sem credenciais

Parametros

Fontes de Pacotes APT (apt_repo)



Parametro

apt repo.apt server

apt _repo.apt repo username

apt repo.apt repo password

Tipo Requerido Padrao
) ) Auto-
String  Sim )
derivado
String  Nao -
String  Nao -

Sincronizagcao do Servidor de Cache (remote_apt_*)

Desc

IP do serv
cache loc
Derivado
automatic
do primei
apt cach
se nao

especifice

Nao nece
usar cach
autentica
necessari

Nao nece
usar cach
autentica
necessari

Essas variaveis configuram como o servidor de cache sincroniza conteldo da

Omnitouch:



Parametro

remote apt server

remote apt port

remote apt protocol

remote apt user

remote apt password

Geral

Tipo

String

Inteiro

String

String

String

Requerido

Sim

Sim

Sim

Padrao

80

http

Descricao

Servidor APT da
Omnitouch para
sincronizacao

Porta do
servidor APT da
Omnitouch

Protocolo para
conexao de
sincronizacao

Credenciais
para
sincronizacao
da Omnitouch

Credenciais
para
sincronizacao
da Omnitouch



Parametro Tipo Requerido Padrao Descricao

Definido
automaticamente
como true quando

use apt cache Booleano Nao true
- - 0 grupo

apt cache servers
existe

Porta que o

apt cache port Inteiro Nao 8080 servidor de cache
local escuta

Padroes de URL (Modo Cache)

Fontes de Pacotes APT (configuradas em /etc/apt/sources.list):
deb [trusted=yes] http://192.168.1.100:8080/noble noble main
Downloads Binarios (usados por tarefas Ansible get url):

http://192.168.1.100:8080/releases/prometheus/node exporter/node expc
1.8.1.linux-amd64.tar.gz

Nenhuma credencial é necessaria para acesso ao cache—ele usa a
configuracao APT [trusted=yes].

Implantando o Cache

1. Provisione o servidor de cache (VM ou contéiner LXC com disco de 50+
GB)

2. Execute o playbook de configuracao do cache:



ansible-playbook -i hosts/customer/production.yml
services/apt cache.yml

3. Verifique o cache navegando para http://192.168.1.100:8080/

O Que E Sincronizado

O espelho de cache sincroniza todo o contetido do servidor APT da
Omnitouch usando download recursivo com wget:

Diretorios de conteudo sincronizados:

Caminho Conteudo

Metadados do repositério APT (Pacotes, arquivos
de Lancamento)

/dists/<distro>/
/pool/main/ Pacotes .deb personalizados da Omnitouch

/<distro>/pool/main/  Pacotes Ubuntu e todas as dependéncias

Lancamentos do GitHub (Prometheus, Grafana,

1
JIFElEesEs) Zabbix, etc.)

/repos/ Tarballs de fonte (Erlang, Elixir, CGrateS_Ul, etc.)

Apds a sincronizacao inicial, o cache pode servir todos os pacotes sem
conectividade a internet.



Como Funciona

Rede do Cliente

Servir Pacotes

{capaz offline) | VM
Infraestrutura
Dincunitoch. .
. Sincronizacao Inicial Espelho de Cache APT Servir Pacotes
apt.omnitouch.com.au ) — ) ; o WM
(requer intermet) (apt_cache_servers) {capaz offline)
Servir Pacotes VM

{capaz offline)

O espelho de cache usa wget --recursive com Autenticacdo Bésica HTTP para
baixar todo o conteldo do servidor APT da Omnitouch. Sincronizacdes
subsequentes baixam apenas arquivos novos/alterados (com base em
timestamp).

Configuracao Automatica

Quando um grupo apt _cache _servers existe em seu inventario, o sistema
automaticamente:

1. Define use _apt cache: true para todos os hosts (a menos que
explicitamente sobrescrito)

2. Deriva apt repo.apt server do IP ansible host do primeiro servidor de
cache



Exemplo de Configuracao Minima

apt _cache servers:
hosts:
apt-cache-01:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:

# 0 servidor de cache sincroniza contetudo do repositdério
Omnitouch

remote apt server: "apt.omnitouch.com.au"

remote apt user: "seu-usuario"

remote apt password: "sua-senha"

O que acontece automaticamente:

* Todos os hosts (exceto o servidor de cache) recebem use apt cache: true

¢ Todos os hosts (exceto o servidor de cache) recebem
apt repo.apt server: "192.168.1.100"

e Todos os hosts puxam de http://192.168.1.100:8080/ sem credenciais

e O servidor de cache sincroniza pacotes de http://seu-usuario:sua-
senha@apt.omnitouch.com.au/

Sobrescrever Comportamento Automatico

Para forcar o acesso direto mesmo com servidores de cache definidos:



all:
vars:
use apt cache: false # Forcar acesso direto mesmo com
servidores de cache definidos

apt repo:
apt server: "apt.omnitouch.com.au"
apt _repo _username: "usuario"
apt repo password: "senha"

remote apt server: "apt.omnitouch.com.au"
remote apt user: "usuario"
remote apt password: "senha"

Resumo da Configuracao

Cenadrio 1: Acesso Direto ao Servidor APT (Sem
Cache)

Todos os hosts puxam pacotes diretamente do servidor de repositério APT.

all:
vars:
use apt cache: false

# Fontes de pacotes APT - usadas por todos os hosts
apt _repo:

apt server: "apt.omnitouch.com.au"

apt _repo username: "usuario"

apt repo password: "senha"

# Downloads binarios - usados por todos os hosts
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80

remote apt protocol: "http"

remote apt user: "usuario"

remote apt password: "senha"



Resultado: Todos os hosts geram deb [trusted=yes]
http://usuario:senha@apt.omnitouch.com.au/ noble main

Cenario 2: Servidor de Cache APT Definido no
Arquivo de Hosts (Automatico)

O servidor de cache esta em seu inventario e sera implantado/sincronizado
pelo Ansible.

apt _cache servers:
hosts:
cache-server:
ansible host: 192.168.1.100
gateway: 192.168.1.1
vars:
# 0 servidor de cache sincroniza pacotes do repositério
autenticado
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "usuario"
remote apt password: "senha"

# Nenhuma configuracdo necessaria em all: vars:
# Tudo auto-derivado do grupo apt cache servers

Resultado:

e Servidor de Cache: Sincroniza de
http://usuario:senha@apt.omnitouch.com.au:80/

* Todos os outros hosts: Geram deb [trusted=yes]
http://192.168.1.100:8080/noble noble main (sem credenciais)



Cenario 3: Cache APT Remoto NAO no Arquivo
de Hosts (Manual)

O servidor de cache existe em outro lugar e ja esta configurado (nao
gerenciado pelo seu Ansible).

all:
vars:
use apt cache: true

# Apontar todos 0s hosts para o servidor de cache externo
apt repo:
apt _server: "192.168.1.100" # IP do servidor de cache

externo
apt _repo port: 8080 # 0 cache normalmente funciona

na porta 8080
# Nenhum grupo apt cache servers necessario

# Nenhum remote apt * necessario (o cache ja esta configurado
externamente)

Resultado: Todos os hosts geram deb [trusted=yes]
http://192.168.1.100:8080/noble noble main (sem credenciais)

Exemplo Completo

Aqui estd um exemplo completo de trabalho mostrando a configuracao do
servidor de cache com multiplos hosts de aplicativo:



# Grupo do Servidor de Cache APT
apt cache servers:
hosts:
customer-apt-cache:
ansible host: 10.179.1.114
gateway: 10.179.1.1
host vm network: "vmbr@"
num cpus: 4
memory mb: 16384
proxmoxLxcDiskSizeGb: 120
vars:
# 0 servidor de cache sincroniza pacotes do repositério
autenticado
remote apt server: "apt.omnitouch.com.au"
remote apt port: 80
remote apt protocol: "http"
remote apt user: "usuario-cliente"
remote apt password: "token-seguro-cliente"

# Servidores de Aplicacao

hss:
hosts:
customer-hss01l:
ansible host: 10.179.2.140
gateway: 10.179.2.1
mme :
hosts:
customer-mme0Q1:
ansible host: 10.179.1.15
gateway: 10.179.1.1
dns:
hosts:

customer-dns01:
ansible host: 10.179.2.177
gateway: 10.179.2.1

# Configuracdo Global
all:
vars:
# Auto-configuracdo (nenhuma configuracdo manual necessaria):
# - use apt cache: true (auto-ativado quando apt cache servers



O que acontece durante a implantacao:
1. Servidor de Cache (160.179.1.114):

o Usa remote apt * de sua segcao vars:

o Baixa todos os pacotes de http://usuario-cliente:token-seguro-
cliente@apt.omnitouch.com.au:80/

o Serve pacotes na porta 8080 via nginx

2. Hosts de Aplicacao (customer-hss01l, customer-mme0l, customer-
dns01):

o Detectam automaticamente que o grupo apt cache servers existe

o Definem automaticamente use apt cache: true

o Derivam automaticamente apt repo.apt server: "10.179.1.114"

o Geram: deb [trusted=yes] http://10.179.1.114:8080/noble noble
main

o Puxam todos os pacotes do servidor de cache (sem credenciais
necessarias)

Atualizando o Cache

Para sincronizar novos pacotes ou atualizacdes:

ansible-playbook -i hosts/customer/production.yml
services/apt cache.yml

Isso sincroniza incrementalmente todo o conteldo do servidor APT da
Omnitouch:

* Novas versoes de pacotes da Omnitouch



* Novos pacotes Ubuntu e dependéncias
¢ Novos lancamentos do GitHub

e Tarballs de fonte atualizados

A sincronizagao usa wget --timestamping, portanto, arquivos existentes nao
alterados sao pulados, tornando a re-sincronizacao rapida.

Nota: O servidor APT da Omnitouch (apt.omnitouch.com.au) € a Unica fonte
de verdade para todos os pacotes. Execute services/apt.yml no servidor apt
primeiro para construir/atualizar pacotes, em seguida, execute

services/apt cache.yml nos espelhos de cache para sincronizar.

Solucao de Problemas

Atualizacao APT Falha com 401 Nao Autorizado

Sintomas:

Falha ao buscar
http://10.179.1.115:80/noble/dists/noble/main/binary-
amd64/Packages 401 Nao Autorizado

Possiveis causas:

e Configuragao apt repo definida em all: vars: em vez de
apt cache servers: vars:

» Hosts tentando acessar o repositério autenticado diretamente em vez do
cache

* apt repo username ou apt repo password incorretos

* |IP de origem nao incluido na lista de permissdes no servidor APT da
Omnitouch

e Usando credenciais de cache para acesso direto ou vice-versa

Resolucao:



1. Verifique o escopo da configuracao: Certifique-se de que apt repo
com credenciais esteja definido em apt_cache servers: vars:, NAO em
all: vars:

2. Verifique o modo de cache: Ao usar cache, os hosts devem se conectar
ao servidor de cache (porta 8080), nao ao repositério (porta 80)

3. Verifique as fontes geradas: No host com falha, verifique

/etc/apt/sources.list.d/omnitouch.list
o Correto (modo cache): deb [trusted=yes]
http://10.179.1.114:8080/noble noble main

o Incorreto (tem credenciais no lugar errado): deb [trusted=yes]
http://usuario:senha@l0.179.1.115:80/noble noble main

4. Verifique se as credenciais estao corretas para seu modo de implantacao

5. Confirme se seu IP puUblico esta na lista de permissdées com a Omnitouch
(se estiver usando acesso direto)

Downloads Binarios Falham (Node Exporter,
Zabbix, etc.)

Sintomas: O playbook Ansible falha ao baixar arquivos do caminho
/releases/

Possiveis causas:

e Varidveis remote apt * nao configuradas
* remote apt user ou remote apt password incorretos

* remote apt server ausente quando use apt cache: false
Resolucao:

1. Certifique-se de que todas as variaveis remote apt * estejam definidas
2. Verifique se as credenciais correspondem as fornecidas pela Omnitouch

3. Verifique se remote apt server aponta para o host correto

Servidor de Cache Nao Consegue Sincronizar

Sintomas: O playbook do servidor de cache falha ao baixar pacotes



Possiveis causas:

e O servidor de cache nao tem acesso a internet
* Credenciais remote apt * incorretas

» Firewall bloqueando conexdes de saida para a Omnitouch

Resolucao:

1. Verifiqgue se o servidor de cache pode acessar apt.omnitouch.com.au na
porta 80

2. Verifique as credenciais remote apt *

3. Revise as regras do firewall para acesso de saida

Documentacao Relacionada

. — Inventario e configuracao de variaveis
. — Referéncia completa de parametros

. — Arquitetura geral do sistema

. — Implantando o servidor de cache como contéiner

LXC



Referencia de
Configuracao

Visao Geral

Este documento fornece uma referéncia abrangente para configurar
implantacdes do OmniCore através de arquivos de hosts. A configuracao é
definida principalmente em arquivos de inventdrio de hosts, com minimas
substituicbes de group_vars necessarias para implanta¢cdes modernas.

Para documentacao especifica do produto, veja:

¢ OmniCore:
¢« OmnicCall:

¢ OmniCharge:

Abordagem de Configuracao

Implantacdes modernas do OmniCore usam um modelo de configuracao
simplificado:

' ; Component _
Hosts File * Ansible Roles * . ) * Deployed Services
Configuration

Principio Chave: A maior parte da configuracao é definida diretamente no
arquivo de hosts. Os padrdes de funcao lidam com a maioria das
configuragdes, com group_vars usados apenas para personalizacdes
espec®@Oficas.

Planejamento de Rede

Antes de configurar os hosts, revise o para
orientacdes sobre:


https://docs.omnitouch.com.au/docs/repos/OmniCore
https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

Estratégias de segmentacao de rede

Alocacao de enderecos IP

Organizacao de sub-redes

Tratamento de IPs publicos

Parametros Comuns de Host

#ToDo - Apenas diga para verificar hosts-file-configuration.md para isso

Flags Especificas de Servico

cdrs _enabled: True # Habilitar geracao de CDR
in pool: False # Excluir do pool de
balanceamento de carga

online charging enabled: False # Habilitar integracao 0CS

recording: True # Habilitar gravacao de chamadas
(AS)

populate crm: False # Preencher CRM com dados
iniciais

Variaveis Globais (all:vars)

A secdo all:vars contém configuracdes em todo o ambiente de implantacdo.
Implantacdes modernas usam minimas varidveis globais, com a maior parte da
configuracao nos padrdes de funcao.

Variaveis Globais Essenciais

Autenticacao e Acesso



ansible connection: ssh

ansible user: root

ansible password: password
ansible become password: password

Alternativa: Use chaves SSH em vez de senhas:

ansible ssh private key file: '/path/to/key.pem'

Identidade do Cliente

customer name short: omnitouch
customer_legal name: "YKTN Lab"
site name: YKTN

region: AU

TZ: Australia/Melbourne

Configuracao PLMN

plmn_id:
mcc: '001' # Coédigo do Pais Mével (3 digitos)
mnc: 'O1' # Codigo da Rede Mével (2-3 digitos)
mnc_longform: '001' # MNC com zeros a esquerda (sempre 3
digitos)

diameter realm: epc.mnc{{ plmn id.mnc longform }}.mcc{{
plmn_id.mcc }}.3gppnetwork.org

Propdsito: Identifica de forma Unica sua rede mével. Usado para a construcao
do dominio Diameter.

Nomes de Rede



network name short: Omni

network name long: Omnitouch

tac list: [10100,100] # Lista TAC padrao (pode ser
substituida por MME)

Exibido: Nomes de rede mostrados em dispositivos UE em Configuracdes >
Rede Mdvel.

Configuracao de DNS

netplan DNS: False # Usar systemd-resolved em vez de
DNS netplan

Configuracao do Repositorio APT

Padroes Automaticos: Quando um grupo apt cache servers é definido com
hosts:

e use apt cache automaticamente é definido como True (a menos que
explicitamente definido como False)

e apt repo.apt server automaticamente é definido como o IP do primeiro
servidor de cache



# Configuracao manual (opcional se o grupo apt cache servers
existir)

use apt cache: True # Usar cache APT local vs acesso
direto ao repositorio

apt repo:
apt server: "10.10.1.114" # Servidor de cache APT ou
servidor de repositério
# Credenciais necessarias apenas quando use apt cache: False
# apt _repo username: "omni"
# apt repo password: "omni"

# Configuracdo de downloads binarios e sincronizac¢ado de cache
# Usado para: (1) baixar binarios de /releases/ quando

use apt cache: false

# (2) sincronizacao do servidor de cache do Omnitouch
quando use apt cache: true

remote apt server: "apt.omnitouch.com.au"

remote apt user: "omni"

remote apt password: "omni"

Veja: Sistema de Cache APT

Servidor de Licenca

license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

Veja: Servidor de Licenca

Configuracoes MME

mme_dns: False # Habilitar resolucdo de DNS MME

Configuracoes SAEGW

mtu: 1400 # Unidade Maxima de Transmisséo



Configuracoes IMS

ims dra support: False # Roteia IMS através do DRA
enable homer: False # Habilitar captura SIP Homer

Configuracao do Monitor RAN



use nokia monitor: True
use casa monitor: True
install influxdb: True

influxdb user: monitor

influxdb password: "secure-password"
influxdb organisation name: omnitouch
influxdb nokia bucket name: nokia-monitor
influxdb casa bucket name: casa-monitor
influxdb operator token: "generated-token"
influxdb url: http://127.0.0.1:8086

enable pm collection: False
enable alarm collection: False

enable location collection: False

enable ran status collection: True
enable nokia rectifier collection: False
collection interval in seconds: 120

ran_monitor:
sql:

user: ran_monitor

password: "secure-password"

database host: 127.0.0.1
database name: ran monitor
influxdb:

address: 10.10.2.135

port: 8086

nokia:

airscales:

- address: 10.7.15.66
name: site-Lab-Airscale
port: 8080
web password: nemuuser
web username: Nemuadmin

Configuracao de Firewall



firewall:
allowed ssh subnets:
'10.0.1.0/24'
- '10.0.0.0/24'
allowed ue voice subnets:
- '10.0.1.0/24'
allowed carrier voice subnets:
- '10.0.1.0/24"
allowed signaling subnets:
- '10.0.1.0/24'

Servidores DNS de Roaming

roaming _dns_servers:
wildcard: ['10.0.99.1']
# DNS especifico do operador (baseado em PLMN)

123456: # Exemplo Operador 1
- '10.10.2.197"

654321: # Exemplo Operador 2
- '10.10.0.4"

Usuarios Locais (Chaves SSH)

local users:
usera:
name: Exemplo Usuario A
public key: "ssh-rsa AAAAB3Nza..."
userb:
name: Exemplo Usuario B
public key: "ssh-ed25519 AAAAC3..."



Configuracao do Hypervisor

Proxmox

proxmoxServers:
customer-prxmx01:

proxmoxServerAddress: 10.10.0.100
proxmoxServerPort: 8006
proxmoxRootPassword: password
proxmoxApiTokenName: AnsibleToken
proxmoxApiTokenSecret: "token-secret"
proxmoxTemplateName: ubuntu-24.04-cloud-init-template
proxmoxTemplateId: 9000
proxmoxNodeName: pve0l

# Configuracbes padrao do Proxmox

proxmoxServerAddress: 10.10.0.100

proxmoxServerPort: 8006

proxmoxNodeName: 'pve0@l’

proxmoxLxcOsTemplate: 'local:vztmpl/ubuntu-24.04-standard 24.04-
2 amd64.tar.zst'

proxmoxApiTokenName: DocsTest

proxmoxLxcCores: 8

proxmoxLxcDiskSizeGb: 20

proxmoxLxcMemoryMb: 64000

proxmoxLxcRootFsStorageName: SSD RAIDO
proxmoxLxcBridgeName: vmbroO

proxmoxTemplateName: "ubuntu-24.04-cloud-init-template"
proxmoxStorage: SSD RAIDO

vLabNetmask: 24

PROXMOX API TOKEN: "token-secret"

vlabRootPassword: password

vLabPublicKey: "ssh-rsa AAAAB3..."

mask cidr: 24



VMware vCenter

vcenter ip: "vcenter.example.com"

vcenter username: "administrator@vsphere.local"
vcenter password: "password"

vcenter datacenter: "DC1"

vcenter vm_ template: ubuntu-24.04-model
vcenter vm disk size: 50

vcenter folder: "Omnicore"

host vm network: "Management"

vhosts:
"10.0.0.23":
vcenter cluster ip: 10.0.0.23

vcenter datastore: "datastorel (3)"

netmask: 255.255.255.0

Documentacao Relacionada

. - Diretrizes de arquitetura de rede e alocacao
de IP

. - Como estruturar arquivos de hosts

. - Quando e como usar group_vars

. - IPs secundarios e configuracao de multiplas NICs

. - Como os componentes interagem

. - Gerenciamento de pacotes

. - Configuracao de licenca

Documentacao do Produto

Para guias operacionais detalhados e configuracao avancada:

e Componentes do OmniCore:


https://docs.omnitouch.com.au/docs/repos/OmniCore

e Componentes do OmniCall:

e OmniCharge/OmniCRM:


https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

Visao Geral da
Arquitetura de
Implantacao

Visao Geral

Este documento fornece uma visao completa de como o software de rede
celular da Omnitouch Network Services é implantado usando Ansible,
mostrando como todos 0s componentes se encaixam para criar uma rede
4G/5G funcional.

Consulte o para diretrizes detalhadas sobre a
colocacao de componentes, atribuicao de enderecos IP e manuseio de IPs
publicos.

Exemplo Completo de Implantacao

0. Provisionamento de Infraestrutura
(Opcional)

Para implantacdes Proxmox, provisionar VMs/LXCs antes da configuracao:

# Implantar VMs no Proxmox
ansible-playbook -i hosts/Customer/hosts.yml services/proxmox.yml

# Ou implantar contéineres LXC (apenas laboratdrio/teste)

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox_lxc.yml

Veja:



1. Definicao de Infraestrutura (Arquivo de
Hosts)

# Definir o que implantar e onde

mme :
hosts:
customer-mme01:
ansible host: 10.10.1.15
hss:
hosts:
customer-hss01l:
ansible host: 10.10.2.140
# ... todos os outros componentes
Veja:

2. Personalizacao (group_vars)

A pasta group vars € onde podemos armazenar quaisquer substituicoes de
configuracao necessarias em nivel de host, site ou rede.

Por exemplo, vocé teria uma pasta com sua configuracdao do OmniMessage
SMSc, os troncos SIP aos quais seu TAS se conecta estariam aqui, toda a sua
I6gica de Roteamento Diameter, etc, etc.

Veja:
3. Distribuicao de Pacotes (Cache APT)

# Configurar de onde obter pacotes
apt _repo:

apt_server: "10.254.10.223" # IP do servidor de cache ou
servidor de repositorio direto
use apt cache: false # true = usar cache local, false = acesso
direto ao repositério



Veja:
4. Configuracao de Licenca

# Apontar componentes para o servidor de licenca
license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

Veja:

5. Executar Implantacao

Componentes individuais podem ser implantados executando
services/twag.yml, por exemplo, mas o services/all.yml cuidara de tudo, e
vocé pode usar --limit=myhost ou --limit=mmee,sgw, etc, para limitar os
hosts em que estamos trabalhando.

# Implantar rede completa
ansible-playbook -i hosts/customer/host files/production.yml
services/all.yml

# Ou implantar componentes especificos

ansible-playbook -i hosts/customer/host files/production.yml
services/epc.yml

ansible-playbook -i hosts/customer/host files/production.yml
services/ims.yml

Documentacao Relacionada

. - Comecando

. - Definindo infraestrutura

. - Arquitetura de rede e alocacao de IP
. - Personalizacao

. - Gerenciamento de pacotes

. - Gerenciamento de licenca



Documentacao do Produto

Para informacdes detalhadas sobre a configuracao de cada componente:

OmniCore (NUcleo de Pacote 4G/5G):

o OmniHSS, OMmniSGW, OmniPGW, OmniUPF, OmniDRA, OmniTWAG

OmnicCall (Voz e Mensagens):

o OmniTAS, OmniCall CSCF, OmniMessage, OmniSS7, VisualVoicemail

OmniCharge/OmniCRM (Faturamento):

Documentacao Principal:


https://docs.omnitouch.com.au/docs/repos/OmniCore
https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge
https://docs.omnitouch.com.au/

Configuracao de
Variaveis de Grupo

Visao Geral

O diretério group vars € onde vocé armazena arquivos de configuragao
personalizados que substituem os modelos padrao.

E aqui que suas configuracdes especificas do cliente vivem - troncos SIP, regras
de roteamento Diameter, l6gica de roteamento SMS, planos de discagem e
guaisquer outras personalizacdes onde vocé ndo deseja a configuracao padrao
- Elas vivem em group vars.

Localizacao: hosts/{Customer}/group vars/

Como Funciona

Os papéis do Ansible tém modelos de configuracao padrao. Para personalizar
para uma implantacao especifica, coloque seus arquivos personalizados em
group vars e faca referéncia a eles em seu arquivo de hosts.

Modelo Padrao do Papel - Substituicao de group vars (se
especificado) - Configuracao Implantada

Exemplo 1: Modelo de
Configuracao Personalizado
(OmniMessage)

Alguns componentes aceitam modelos de configuracao Jinja2 personalizados.



Estrutura de Arquivos

hosts/Customer/
L— group vars/

L— smsc controller.exs # Seu modelo de configuracao
personalizado

Referéncia no Arquivo de Hosts

omnimessage:
hosts:
customer-smsc-controller0l:
ansible host: 10.10.3.219
gateway: 10.10.3.1
host vm network: "vmbr3"
smsc_template config: smsc_controller.exs

O que acontece:

1. O Ansible encontra smsc_template config: smsc_controller.exs
2. Procura em hosts/Customer/group vars/smsc_controller.exs

3. Faz o template com Jinja2 (pode usar {{ inventory hostname }}, {{
plmn id.mcc }}, etc.)

4. Implanta em /etc/omnimessage/runtime.exs

5. Reinicia o servico
Sem smsc_template config, o modelo padrao do papel é utilizado.

Detalhes da configuracao: Veja

Exemplo 2: Colecoes de Arquivos
de Configuracao (OmniTAS


https://docs.omnitouch.com.au/docs/repos/OmniCall

Gateways & Dialplans)

Alguns componentes usam diretdrios de arquivos de configuracgao.
Estrutura de Arquivos

hosts/Customer/
L— group vars/
— gateways prod/ # Configuracdes do gateway SIP
| }— gateway carrierl.xml
| — gateway carrier2.xml
| L— gateway emergency.xml

— gateways lab/ # Gateways de laboratoério
| L— gateway test.xml
L— dialplan/ # Regras de roteamento de
chamadas
— mo_dialplan.xml # Originadas por Mével (saida)
— mt_dialplan.xml # Terminadas por Moével
(entrada)

L— emergency.xml

Referéncia no Arquivo de Hosts

applicationserver:
hosts:
customer-tasOl:
ansible host: 10.10.3.60
gateway: 10.10.3.1
host vm network: "vmbr3"

gateways folder: "gateways prod" # Referencie sua pasta de
gateways a ser usada neste host

O que acontece:

1. O Ansible encontra gateways folder: "gateways prod"

2. Copia todos os arquivos de hosts/Customer/group vars/gateways prod/
para /etc/freeswitch/sip profiles/



3. Copia todos os arquivos de hosts/Customer/group vars/dialplan/ para o
diretério de modelos do OmniTAS

4. Os servicos carregam as configuracoes

Ambientes diferentes: Use pastas diferentes por ambiente:

¢ gateways folder: "gateways lab"
e gateways folder: "gateways prod"

* gateways folder: "gateways customer specific"

Detalhes da configuracao: Veja

Exemplo 3: Modelo de
Configuracao Personalizado
(OMmniHSS)

O Home Subscriber Server aceita modelos de configuracao em tempo de
execucao personalizados.

Estrutura de Arquivos

hosts/Customer/
L— group vars/
L— hss runtime.exs.j2 # Seu modelo de configuracgao HSS

personalizado


https://docs.omnitouch.com.au/docs/repos/OmniCall

Referéncia no Arquivo de Hosts

omnihss:
hosts:
customer-hss01:
ansible host: 10.10.3.50
gateway: 10.10.3.1
host vm network: "vmbr3"
hss template config: hss_runtime.exs.j2

O que acontece:

1. O Ansible encontra hss template config: hss runtime.exs.j2
2. Procura em hosts/Customer/group vars/hss runtime.exs.j2

3. Faz o template com Jinja2 (pode usar {{ inventory hostname }}, {{
plmn id.mcc }}, etc.)

4. Implanta em /etc/omnihss/runtime.exs

5. Reinicia o servico

Sem hss template config, o modelo padrao do papel é utilizado.

Detalhes da configuracao: Veja

Exemplo 4: Modelo de
Configuracao Personalizado
(OmniMME)

O Mobility Management Entity aceita modelos de configuracao em tempo de
execucao personalizados.


https://docs.omnitouch.com.au/docs/repos/OmniCore

Estrutura de Arquivos

hosts/Customer/
L— group vars/

L— mme runtime.exs.j2 # Seu modelo de configuracao MME
personalizado

Referéncia no Arquivo de Hosts

omnimme:
hosts:
customer-mmeQ1l:
ansible host: 10.10.3.51
gateway: 10.10.3.1
host vm network: "vmbr3"

mme_ template config: mme_runtime.exs.j2 # Referencie o
nome do seu arquivo de modelo em group vars

O que acontece:

1. O Ansible encontra mme_template config: mme runtime.exs.j2
2. Procura em hosts/Customer/group vars/mme runtime.exs.j2

3. Faz o template com Jinja2 (pode usar {{ inventory hostname }}, {{
plmn id.mcc }}, etc.)

4. Implanta em /etc/omnimme/runtime.exs

5. Reinicia o servico
Sem mme template config, 0 modelo padrao do papel é utilizado.

Detalhes da configuracao: Veja


https://docs.omnitouch.com.au/docs/repos/OmniCore

Exemplo de Estrutura de Diretodrio

do Mundo Real

hosts/Customer/
— host files/
| — production.yml #
arquivos de group vars
L— group vars/

— smsc_controller.exs #
OmniMessage

— smsc smpp.exs
OmniMessage

— tas runtime.exs.j2

— hss_runtime.exs.j2

F— mme runtime.exs.j2

— dra runtime.exs.j2

— pgwc_runtime.exs.j2

— dea runtime.exs.j2

— upf config.yaml

— crm config.yaml

— stp.j2

— hlr.j2

— camel.j2

— ipsmgw.j2

— omnicore smsc_ims.yaml.j

— pytap.yaml

— sip profiles/

| L— gateway otw.xml

H*

HOHN H OH OH OH OH O WK WK W W W R

L— dialplan/ #
(pasta)

— mo dialplan.xml #

— mt _dialplan.xml #

L— mo_emergency.xml #

0 arquivo de hosts referencia os

Modelo personalizado

do

Modelo SMPP personalizado do

Modelo personalizado
Modelo personalizado
Modelo personalizado
Modelo personalizado
Modelo personalizado
Modelo personalizado
Configuracao do UPF
Configuracao do CRM
Modelo SS7 STP
Modelo SS7 HLR
Modelo SS7 CAMEL
Modelo IP-SM-GW

# Configuracao SMSC
Configuracao TAP3
Gateways SIP (pasta)

Regras de roteamento

Originadas por Mével
Terminadas por Mével

do TAS
do HSS
do MME
do DRA
do PGW
do DEA

IMS

de chamadas

Roteamento de emergéncia



Parametros Comuns que



Referenciam group_vars

Parametro

smsc_template config

smsc_smpp template config

gateways folder

Dialplans (automatico)

tas template config

hss template config

mme_template config

dra template config

Componente

omnimessage

omnimessage_smpp

applicationserver

applicationserver

applicationserver

omnihss

omnimme

dra

Referéncias

Arquivo de modelo
Jinja2 (ex:
smsc_controller.exs

Argquivo de modelo
Jinja2 (ex:
SMSC_Smpp.exs)

Nome da pasta (ex:
sip profiles)

Pasta dialplan/ de
XMLs de roteamento

Arquivo de modelo
Jinja2 (ex:
tas runtime.exs.j2)

Arquivo de modelo
Jinja2 (ex:
hss runtime.exs.j2)

Arquivo de modelo
Jinja2 (ex:
mme_runtime.exs.j2)

Arquivo de modelo
Jinja2 (ex:
dra runtime.exs.j2)



Parametro

pgwc template config

frr_template config

Modelos SS7

Configuracoes YAML

Pontos Chave

padrao

gateways folder

variable name }}

copiados

Componente

pPgwc

omniupf

ss7 (varios papéis)

Vérios componentes

Referéncias

Arquivo de modelo
Jinja2 (ex:
pgwc_runtime.exs.j2)

Arquivo de modelo
Jinja2 (ex:
frr.conf.j2)

Arquivos de modelo
Jinja2 (ex: stp.j2,
hlr.j2, camel.j2)

Arquivos de
configuracao diretos
(ex: upf config.yaml,
crm _config.yaml)

. group_vars contém personalizacées - Substituicdes para configuracdes

. Referencie pelo nome - Use parametros como smsc template config ou

. Modelos suportam Jinja2 - Acesse qualquer variavel do Ansible com {{

. Pastas implantam tudo - Todos os arquivos nas pastas referenciadas sao

. Controle de versao de tudo - Faca commit de todos os group_vars no Git



Quando Usar group vars

[ Use group_vars para:

Modelos de configuracao de componentes personalizados

Definicbes de gateway SIP

Planos de discagem de roteamento de chamadas

Regras de roteamento Diameter

Configuracoes especificas do cliente que substituem os padrdes
[0 Nao use group_vars para:

e Configuracao basica de host (IPs, nomes de host) - Use o arquivo de hosts
e Testes Unicos - Use variaveis especificas do host no arquivo de hosts

» Alteracdes temporarias - Edite no alvo, faca commit em group _vars se for
permanente

Documentacao Relacionada

. - Todos os parametros de host e o que eles
fazem

. - Como estruturar arquivos de hosts

Configuracao do OmnicCall:
- O que vai nos
arquivos de configuracao

Configuracao do OmniCore:
- Detalhes da
configuracao do componente


https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCore

Playbooks de Utilidade

Visao Geral

Este repositorio inclui varios playbooks de utilidade para manutencao,
monitoramento e tarefas operacionais. Estes complementam os playbooks
principais de implantacao com capacidades de gerenciamento do dia a dia.

Utilitario de Verificacao de Saude

O utilitario de Verificacao de Saude gera um relatério HTML mostrando a saude
do sistema, status dos servicos, tempo de atividade e informacdes de versao
em todos os componentes do OmniCore.

Executa automaticamente como parte do playbook services/all.yml.

Uso

Execucao Manual

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/health check.yml

Saida
O relatério é gerado em /tmp/health check YYYY-MM-DD HH:MM:SS.html

Abra em qualquer navegador da web para visualizar.

Conteudos do Relatorio

O relatério HTML exibe:



Informacoes do Host

e Nome do host e endereco IP

Rede/Sub-rede (do variavel host vm network, ou N/A se nao configurado)
CPU (contagem de vCPU)

RAM (memoria total e livre)

Disco (espaco total e livre da particao raiz com porcentagem)

SO (distribuicao e versao)

Status do Servico

e Status do servico (ativo/inativo com indicadores de cor)
e Tempo de atividade

* Informacgoes de versao/liberacao

Pares de Diametro HSS

» Status da conexao do banco de dados (conectado/desconectado)
 Conexoes de pares de diametro (IP, host de origem, status)
* Obtido do endpoint de métricas HSS (porta 9568)

Outras Utilidades Comuns

Configuracao do Sistema Base

Funcao Comum (services/common.yml)

Aplica a configuracao base do sistema a todos os hosts

Configura repositérios, chaves SSH, fuso horario, NTP

Configura rede e endurecimento do sistema

Execute isso antes de implantar servicos

ansible-playbook -1i hosts/customer/host files/production.yml
services/common.yml



Configurar Usuarios (services/setup users.yml)

e Cria e configura contas de usuario em todos os hosts

e Gerencia chaves SSH e privilégios sudo

» Garante configuracao consistente de usuarios

ansible-playbook -i hosts/customer/host files/production.yml
services/setup users.yml

Reiniciar (services/reboot.yml)

e Reinicia graciosamente todos os hosts alvo
e Aguarda os sistemas voltarem online (timeout de 5 minutos)

o Util apds atualizacdes de kernel ou alteracdes de configuracéo

ansible-playbook -1i hosts/customer/host files/production.yml
services/reboot.yml

Utilidades Operacionais

Gerador de Plano de IP (util playbooks/ip plan generator.yml)

e Gera relatério HTML de atribuicoes de enderecos IP

e Mostra a topologia completa da rede a partir do arquivo de hosts

o Util para documentacio e solucdo de problemas

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/ip plan generator.yml

Backup HSS (util playbooks/hss backup.yml)

e Faz backup das tabelas do banco de dados HSS

e Copia o dump do MySQL para a maquina Ansible local

e Prompts interativos para o caminho do backup



ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/hss backup.yml

Obter Captura Local (util playbooks/getLocalCapture.yml)

e Busca os dois arquivos de captura de pacotes mais recentes de todos os
hosts

e Recupera arquivos pcap de /etc/localcapture/

 Util para depuracao de problemas de conectividade

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/getLocalCapture.yml

Atualizar MTU (util playbooks/updateMtu.yml)

e Atualiza as configuracdes de MTU da interface de rede
e Aplica as mudancas via netplan

o Util para configuracdo de jumbo frames

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/updateMtu.yml

Documentacao Relacionada

. - Visao geral e como comecar

. - Executando playbooks

. - Configure seu inventario
. - Visao geral completa do sistema

. - Gerenciamento de pacotes



Configuracao do
Arquivo Hosts

Visao Geral

O arquivo hosts (também chamado de arquivo de inventario) é o documento de
configuracao central que define toda a sua implantacao de rede celular. Ele
especifica:

Quais fungdes de rede implantar

Onde elas sao executadas (enderecos IP, segmentos de rede)

Como estao configuradas (parametros especificos do servico)

Configuracoes especificas do cliente (PLMN, credenciais, recursos)

Localizacao do Arquivo

Os arguivos hosts sao organizados por cliente e ambiente:

services/hosts/
L— Nome Do Cliente/
L— host files/
— production.yml
— staging.yml
L— lab.yml

Estrutura de Exemplo do Arquivo
Hosts

Aqui estd um exemplo simplificado mostrando as secdes principais:



# Componentes EPC

mme :
hosts:
customer-mme0@1:
ansible host: 10.10.1.15
gateway: 10.10.1.1
host vm network: "vmbrl"
mme code: 1
network name short: Cliente
tac list: [600, 601, 602]
sgw:
hosts:
customer-sgw0l:
ansible host: 10.10.1.25
gateway: 10.10.1.1
cdrs _enabled: true
pgwc:
hosts:

customer-pgw01l:
ansible host: 10.10.1.21
gateway: 10.10.1.1
ip pools:
- '100.64.16.0/24"

# Componentes IMS
pcscft:
hosts:
customer-pcscf0l:
ansible host: 10.10.4.165

# Servicos de Suporte
license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150

# Varidveis Globais
all:
vars:
ansible connection: ssh
ansible password: password



customer name short: customer

plmn_id:
mcc: '001'
mnc: '01'

Parametros Comuns de Host

Configuracao de Rede

Cada host normalmente inclui:

pcscft:
hosts:
customer-pcscfOl:
ansible host: 10.10.1.15 # Endereco IP para acesso SSH
gateway: 10.10.1.1 # Gateway padrao
host vm network: "vmbrl" # nome da NIC a ser usada no
Hypervisor

Nota: Para orientacfes sobre planejamento de enderecos IP e estratégias de
segmentacao de rede, consulte o que descreve a
arquitetura recomendada de quatro sub-redes para implantacées do OmniCore.

Usuadrios do Proxmox: O parametro host vm network especifica qual ponte
usar. Consulte para provisionamento
automatizado.

Alocacao de Recursos de VM

Para servicos que precisam de recursos especificos:

num _cpus: 4 # Nucleos de CPU
memory mb: 8192 # RAM em megabytes
proxmoxLxcDiskSizeGb: 50 # Tamanho do disco em GB



Parametros Especificos do Servico

Cada funcao de rede tem seus préprios parametros. Exemplos:

MME:
mme code: 1 # Identificador MME (1-255)
mme gid: 1 # ID do Grupo MME
network name short: Cliente # Nome da rede (exibido nos
telefones)
network name long: Rede do Cliente
tac list: [600, 601, 602] # Cédigos de Area de Rastreamento
PGW:
ip pools: # Pools de IP para assinantes
- '100.64.16.0/24"
- '100.64.17.0/24"
combined CP UP: false # Controle/plano de usuario
separado

Para uma explicacao detalhada sobre o que cada variavel controla, consulte:

Servidor de Aplicacao:

online_charging enabled: true # Habilitar integracao 0CS

tas branch: "main" # Branch de software a ser
implantada

gateways folder: "gateways prod" # Configuracdo do gateway SIP

Secao de Variaveis Globais

A secdo all:vars contém configuracdes que se aplicam a toda a implantacao:



all:
vars:
# Autenticacao
ansible connection: ssh
ansible password: password
ansible become password: password

# Identidade do Cliente
customer name short: customer
customer legal name: "Cliente Inc."
site name: "Chicago DC1l"

region: US

# Identificador PLMN (Rede Movel)

plmn_id:
mcc: '001' # Cédigo do Pais Mével
mnc: 'O1' # C6digo da Rede Mével
mnc_longform: '001' # MNC com zeros a esquerda

# Nomes de Rede
network name short: Cliente
network name long: Rede do Cliente

# Repositério APT
# Nota: Se o grupo apt cache servers estiver definido com
hosts,
# use apt cache padrao é true e apt repo.apt server
# padrdo é o IP do primeiro servidor de cache automaticamente
apt _repo:
apt _server: "10.254.10.223"
apt repo username: "customer"
apt _repo password: "secure-password"
use apt cache: false

# Fuso Horario
TZ: America/Chicago

Compreendendo Grupos de Hosts

O Ansible organiza hosts em grupos que correspondem a funcoes:



Vel ¢ ¥ "

grupa mme grupa sgw ‘ grupo hss ‘ grupo posch ‘
' . ) . . ' . .
customer-mmell customer-mmel2 customer-sgwil customer-hss0l customer-pcscfill

Quando vocé executa um playbook direcionado a mme, ele se aplica a todos os
hosts na secao mme:hosts: .

Configuracao com Modelos Jinja2

O Ansible usa modelagem Jinja2 para gerar arquivos de configuracao a partir
das variaveis definidas no seu arquivo hosts e group_vars.

Como Funciona o Jinja2

Exemplo de Uso de Modelo

Arquivo hosts define:

plmn_id:
mcc: '001'
mnc: '0O1'

customer_name short: acme



Modelo Jinja2 (na funcao):

# mme config.yml.j2
network:
plmn:
mcc: {{ plmn_id.mcc }}
mnc: {{ plmn_id.mnc }}
operator: {{ customer name short }}
realm: epc.mnc{{ plmn_id.mnc longform }}.mcc{{ plmn_id.mcc
}}.3gppnetwork.org

Arquivo de configuracao gerado:

network:

plmn:
mcc: 001
mnc: 01

operator: acme
realm: epc.mnc00l.mccOOl1.3gppnetwork.org

Padroes Comuns do Jinja2

Acessando variaveis aninhadas:

{{ plmn_id.mcc }}
{{ apt _repo.apt server }}

Laogica condicional:

% if online charging enabled %}
charging:
enabled: true
ocs ip: {{ ocs ip }}
% endif %}

Lacos:



tracking areas:
{% for tac in tac list %}

- {{ tac }}

% endfor %}
Formatacao:

# Preencher com zeros até 3 digitos
mnc{{ '%03d' | format(plmn id.mnc|int) }}

Sobrescrevendo Variaveis com
group _vars

Enquanto o arquivo hosts define infraestrutura e configuracdes especificas de
host, group vars pode sobrescrever padrdes para grupos de hosts.

Veja:

Exemplo Completo de Arquivo
Hosts

Aqui estd um exemplo mais completo (com dados sensiveis ocultos):



# EPC Core

mme :
hosts:
customer-mme0@1:
ansible host: 10.10.1.15
gateway: 10.10.1.1
host vm network: "vmbrl"
mme_code: 1
mme gid: 1
network name short: Cliente
network name long: Rede do Cliente
tac_list: [600, 601, 602, 603]
omnimme:
sgw selection method: "random peer"
pgw selection method: "random peer"
sgw:
hosts:
customer-sgw0l:
ansible host: 10.10.1.25
gateway: 10.10.1.1
host vm network: "vmbrl"
cdrs enabled: true
pgwc:
hosts:
customer-pgw0l:
ansible host: 10.10.1.21
gateway: 10.10.1.1
host vm network: "vmbrl"
ip pools:
- '100.64.16.0/24'
combined CP_UP: false
hss:
hosts:
customer-hss01:
ansible host: 10.10.2.140
gateway: 10.10.2.1
host vm network: "vmbr2"
# IMS Core

pcscft:



hosts:
customer-pcscfOl:
ansible host: 10.10.4.165
gateway: 10.10.4.1
host vm network: "vmbr4"

icscf:
hosts:
customer-icscf0l:
ansible host: 10.10.3.55
gateway: 10.10.3.1
host vm network: "vmbr3"

scscf:
hosts:
customer-scscfOl:
ansible host: 10.10.3.45
gateway: 10.10.3.1
host vm network: "vmbr3"

applicationserver:
hosts:
customer-as01l:

ansible host: 10.10.3.60
gateway: 10.10.3.1
host vm network: "vmbr3"
online charging enabled: false
gateways folder: "gateways prod"

# Servicos de Suporte
license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150
gateway: 10.10.2.1
host vm network: "vmbr2"

monitoring:
hosts:
customer-oam0l:
ansible host: 10.10.2.135
gateway: 10.10.2.1
host vm network: "vmbr2"
num cpus: 4



memory mb: 8192

dns:
hosts:
customer-dns01l:
ansible host: 10.10.2.177
gateway: 10.10.2.1
host vm network: "vmbr2"

# Varidveis Globais
all:
vars:
ansible connection: ssh
ansible password: password
ansible become password: password

customer name short: customer

customer legal name: "Rede do Cliente Inc."
site name: "DC Primario"

region: US

TZ: America/Chicago

# Configuracao PLMN

plmn id:
mcc: '001'
mnc: '01'

mnc_longform: '001'
diameter realm: epc.mnc{{ plmn _id.mnc longform }}.mcc{{
plmn_id.mcc }}.3gppnetwork.org

# Nomes de Rede
network name short: Cliente
network name long: Rede do Cliente
tac list: [600, 601]

# Configuracao APT
apt _repo:

apt _server: "10.254.10.223"

apt repo username: "customer"

apt _repo password: "secure-password"
use apt cache: false

# Configuracao de Cobranca
charging:



data:
online charging:
enabled: false
voice:
online charging:
enabled: true
domain: "mnc{{ plmn_id.mnc longform }}.mcc{{ plmn_id.mcc
}}.3gppnetwork.org"

# Regras de Firewall
firewall:
allowed ssh subnets:
- '10.0.0.0/8"
- '192.168.0.0/16"
allowed ue voice subnets:
- '10.0.0.0/8"
allowed signaling subnets:
- '10.0.0.0/8'

# Configuracao do Hypervisor (exemplo Proxmox)
proxmoxServers:
customer-prxmx01:

proxmoxServerAddress: 10.10.0.100

proxmoxServerPort: 8006

proxmoxApiTokenName: Cliente

proxmoxApiTokenSecret: "token-secret"

proxmoxTemplateName: ubuntu-24.04-cloud-init-template

proxmoxNodeName: pve0l

Consulte para detalhes completos de
configuracao e configuracao do Proxmox.

Referéncias da Documentacao do
Produto

Para configuracao detalhada de cada componente, consulte a documentacao
oficial do produto:

Componentes OmniCore:



e Documentacao do OmniCore:

e OmniHSS - Servidor de Assinante Residencial

e OmniSGW - Gateway de Servico (Plano de Controle)
e OmniPGW - Gateway de Pacotes (Plano de Controle)
e OmniUPF - Funcao do Plano de Usuario

e OmniDRA - Agente de Roteamento Diameter

e OmniTWAG - Gateway de Acesso WLAN Confiavel

Componentes OmniCall:

e Documentacao do OmnicCall:

e OmniTAS - Servidor de Aplicacao IMS (VoLTE/VoNR)

e OmnicCall CSCF - Funcdes de Controle de Sessao de Chamada
e OmniMessage - Centro de SMS

e OmniMessage SMPP - Suporte ao Protocolo SMPP

e OmniSS7 - Pilha de Sinalizacao SS7

¢ VisualVoicemail - Correio de Voz
OmniCharge/OmniCRM:

e Documentacao do OmniCharge:

Documentacao Relacionada

. - Processo geral de implantacao

. - Guia completo para todas as variaveis de
configuracao

. - Sobrescrevendo configuracdes
padrao

. - Arquitetura de rede e diretrizes de

alocacao de IP


https://docs.omnitouch.com.au/docs/repos/OmniCore
https://docs.omnitouch.com.au/docs/repos/OmniCall
https://docs.omnitouch.com.au/docs/repos/OmniCharge

- IPs secundarios e configuracao avancada
de rede

- Distribuicao de pacotes
- Gerenciamento de licencas

- Visao completa do sistema

Proximos Passos

o v oA WwN e

. Crie seu arquivo hosts com base neste modelo
. Defina seu PLMN e identidade de rede

. Configure o acesso ao repositério APT

Configure o servidor de licenca
Personalize com conforme necessario

Implemente com playbooks do Ansible



Padrao de
Planejamento de IP do
OmniCore

Visao Geral

Este documento descreve a abordagem padrao de planejamento de IP para
implantacdes do OmniCore. A arquitetura requer quatro sub-redes internas
para segmentar adequadamente as funcdes de rede para seguranca,
desempenho e clareza operacional.

Requisitos de Alocacao de IP

Alocacao Padrao: Quatro Sub-redes /24

Cada implantacao do OmniCore requer quatro sub-redes distintas para rede
interna:

1. Rede de Nucleo de Pacotes - Primeira /24
2. Rede de Sinalizacao - Segunda /24

3. Rede Interna IMS - Terceira /24

4. Rede Publica de UE - Quarta /24

Importante: Estas sao Recomendacoes, Nao
Requisitos

A alocacao de sub-rede descrita neste documento é uma melhor pratica
recomendada para organizar implantacées do OmniCore. No entanto, a
arquitetura é completamente flexivel:



* Todos os hosts em uma sub-rede: Vocé pode colocar todos os

componentes em uma Unica sub-rede se isso atender as suas necessidades
de implantacao

e Cada tipo de host em sua propria sub-rede: Vocé pode criar sub-redes
separadas para cada tipo de componente (uma para MMEs, uma para HSS,
etc.)

 Agrupamentos personalizados: Vocé pode organizar hosts em qualquer
estrutura de sub-rede que faca sentido para seus requisitos especificos

» Misturar IPs internos e publicos: Alguns hosts podem usar enderecos
internos (RFC 1918), enquanto outros usam IPs publicos, todos dentro da
mesma implantacao

A abordagem recomendada de quatro sub-redes fornece isolamento de
seguranca, gerenciamento de trafego e clareza operacional ideais,
razao pela qual sugerimos para implantacdes em producao. No entanto, vocé
deve adaptar o plano de IP para se adequar a sua topologia de rede especifica,
espaco de enderecos disponivel e requisitos operacionais.

Desagregacao do Segmento de
Rede

1. Rede de Nucleo de Pacotes (Primeira /24)

Propdsito: Elementos do plano de usuario e do plano de controle central

Componentes:

e OmniMME (Entidade de Gerenciamento de Mobilidade)
e OmniSGW (Gateway de Servico)
e OmniPGW-C (Plano de Controle do Gateway PDN)

e OmniUPF/PGW-U (Funcao do Plano de Usuario / Gateway PDN do Plano de
Usuario)

Exemplo: 10.179.1.0/24



mme :
hosts:
omni-site-mme01l:
ansible host: 10.179.1.15
gateway: 10.179.1.1
host vm network: "vmbrl"

2. Rede de Sinalizacao (Segunda /24)

Proposito: Funcdes de sinalizacao Diameter, politica, cobranca e
gerenciamento

Componentes:

e OmniHSS (Servidor de Assinante Residencial)

e OmniCharge OCS (Sistema de Cobranca Online)

e OminiHSS PCRF (Funcao de Regras de Politica e Cobranca)
e OmniDRA DRA (Agente de Roteamento Diameter)

e Servidores DNS

e Servidores TAP3/CDR

e Monitoramento/OAM

e Captura de SIP

e Servidor de Licencas

e Monitor de RAN

e Omnitouch Warning Link CBC (Centro de Transmissao de Células) - se
implantado

e Servidores de Cache APT - se implantado

Exemplo: 10.179.2.0/24



hss:
hosts:
omni-site-hss01:
ansible host: 10.179.2.140
gateway: 10.179.2.1
host vm network: "vmbr2"

3. Rede Interna IMS (Terceira /24)

Proposito: Sinalizacdo e servicos centrais do IMS (sinalizacdo SIP interna)
Componentes:

e OmniCSCF S-CSCF (Funcao de Controle de Sessao de Chamada Servidora)

¢ OmniCSCF I-CSCF (Funcao de Controle de Sessao de Chamada
Interrogante)

e OmniTAS (Servidor de Aplicacao de Telefonia / Servidor de Aplicacao)
¢ OmniMessage (Controlador de SMS, SMPP, IMS)

e OmniSS7 STP (Ponto de Transferéncia de Sinalizacao SS7)

¢ OmniSS7 HLR (Registro de Localizacao Residencial) - para 2G/3G

e OmniSS7 IP-SM-GW (MAP SMSc)

e OmniSS7 CAMEL Gateway

Exemplo: 10.179.3.0/24

scscf:
hosts:
omni-site-scscfOl:
ansible host: 10.179.3.45
gateway: 10.179.3.1
host vm network: "vmbr3"



4. Rede Publica de UE (Quarta /24)

Propdsito: Servicos voltados para o usuario, como IMS e DNS
Componentes:

e OmniCSCF P-CSCF (Funcao de Controle de Sessao de Chamada Proxy)
e Servidores XCAP

e Servidores de Correio de Voz Visual

e DNS do Cliente

Exemplo: 10.179.4.0/24

pcscf:
hosts:
omni-site-pcscfOl:
ansible host: 10.179.4.165
gateway: 10.179.4.1
host vm network: "vmbr4"

Métodos de Implementacao

O OmniCore suporta dois métodos principais para implementar essa
segmentacao de rede:

Método 1: Interfaces de Rede Fisicas/ Virtuais
(Recomendado para Producao)

Use NICs separadas ou pontes virtuais para cada segmento de rede. Isso
fornece o isolamento mais forte e é a abordagem recomendada para
implantacdes em producao.

Exemplo:



# Nucleo de Pacotes - vmbrl
mme:
hosts:
omni-1lab07-mmeO1l:
ansible host: 10.179.1.15
gateway: 10.179.1.1
host vm network: "vmbrl"

# Sinalizacao - vmbr2
hss:
hosts:
omni-lab07-hss0O1l:
ansible host: 10.179.2.140
gateway: 10.179.2.1
host vm network: "vmbr2"

# IMS Interno - vmbr3
icscf:
hosts:
omni-lab07-icscfOl:
ansible host: 10.179.3.55
gateway: 10.179.3.1
host vm network: "vmbr3"

# UE Publico - vmbr4
pcscft:
hosts:
omni-lab07-pcscfOl:
ansible host: 10.179.4.165
gateway: 10.179.4.1
host vm network: "vmbr4"

Método 2: Segmentacao Baseada em VLAN

Use uma unica interface fisica com marcacao VLAN para separar redes. Isso é
adequado para implantacdes menores ou quando as NICs fisicas sao limitadas.

Exemplo:



# Todos os componentes usam vmbrl2 com diferentes VLANS
applicationserver:
hosts:
ons-1ab08sbcO1l:
ansible host: 10.178.2.213
gateway: 10.178.2.1
host vm network: "ovsbrl"

vlianid: "402"
dra:
hosts:
ons-1ab08dra0l:
ansible host: 10.178.2.211
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlianid: "402"
dns:
hosts:

ons-1lab08dns01:
ansible host: 10.178.2.178
gateway: 10.178.2.1
host vm network: "ovsbrl"
vlanid: "402"

Configuracao da Rede:

e Configure VLANs no switch fisico
e Marqgue o trafego adequadamente no nivel do hipervisor

e Roteie entre VLANs no gateway/firewall

Exemplo de Mapeamento de VLAN:

VLAN 10: 10.x.1.0/24 (Nicleo de Pacotes)
VLAN 20: 10.x.2.0/24 (Sinalizacao)
VLAN 30: 10.x.3.0/24 (IMS Interno)
VLAN 40: 10.x.4.0/24 (UE Publico)



Trabalhando com Enderecos IP
Publicos

Visao Geral

Muitas implantacées do OmniCore requerem que alguns componentes tenham
enderecos IP publicos para conectividade externa, como:

e DRA - Para sinalizacao diameter de roaming com operadoras externas

* SGW/PGW de Roaming - Para trafego GTP de parceiros de roaming

* ePDG - Para chamadas WiFi (tuneis IPsec de UEs)

e Gateway SMSC - Para conexdes SMPP com agregadores de SMS externos

* P-CSCF (em algumas implantacdes) - Para registro SIP direto de UE

Como Atribuir IPs Publicos

IPs publicos sdo tratados exatamente da mesma forma que IPs internos
em seus arquivos de inventario de hosts. Basta especificar o endereco IP
publico no campo ansible host, juntamente com o gateway e a mascara de
rede apropriados.

Exemplo: SGW/PGW de Roaming com IPs Publicos



sgw:
hosts:
# SGWs internos na rede privada
opt-site-sgw01l:
ansible host: 10.4.1.25
gateway: 10.4.1.1
host vm network: "v400-omni-packet-core"

# SGWs de Roaming com IPs publicos
opt-site-roaming-sgwO1l:

ansible host: 203.0.113.10

gateway: 203.0.113.9

netmask: 255.255.255.248 # /29 subnet

host vm network: "498-public-servers"

in pool: False

cdrs _enabled: True

smf: # PGWs
hosts:

# PGW de Roaming com IP publico

opt-site-roaming-pgw0O1l:
ansible host: 203.0.113.20
gateway: 203.0.113.17
netmask: 255.255.255.240 # /28 subnet
host vm network: "497-public-services-LTE"
in pool: False
ip pools:

- '100.64.24.0/22'

Exemplo: DRA com IP Publico

dra:
hosts:
opt-site-dra0l:
ansible host: 198.51.100.50
gateway: 198.51.100.49
netmask: 255.255.255.240 # /28 subnet
host vm network: "497-public-services-LTE"

Exemplo: ePDG com IP Publico



epdg:
hosts:
opt-site-epdg01l:
ansible host: 198.51.100.51
gateway: 198.51.100.49
netmask: 255.255.255.240 # /28 subnet
host vm network: "497-public-services-LTE"

Misturando IPs Internos e Publicos

E comum ter uma mistura de IPs internos e publicos dentro do mesmo grupo de
componentes. Por exemplo:

e SGWs internos para sites locais usando GTP

* SGWs publicos especificamente para trafego de roaming de operadoras
externas

¢ O mesmo PGW-C pode gerenciar tanto SGWs internos quanto externos

A arquitetura do OmniCore lida com isso de forma transparente - basta
configurar cada host com seu enderecamento IP apropriado.



Servidor de Licenca

Visao Geral

O Servidor de Licenca gerencia a ativacao de recursos para todos os
componentes do Omnitouch. Cada componente valida sua licenca na
inicializacao e periodicamente durante a operacao.

Configuracao
1. Definir no Arquivo de Hosts

license server:
hosts:
customer-licenseserver:
ansible host: 10.10.2.150
gateway: 10.10.2.1
host vm network: "vmbr2"

all:
vars:
customer legal name: "Nome do Cliente"

license server api urls: ["https://10.10.2.150:8443/api"]
license enforced: true

2. Fornecer o Arquivo de Licenca

Coloque license.json (fornecido pelo Omnitouch) em
hosts/Customer/group vars/



3. Implantar

ansible-playbook -i hosts/customer/host files/production.yml
services/license server.yml

Vocé pode verificar o status de todas as licencas acessando
https://license_server .

Requisitos de Rede

Configuracao do Firewall

Os firewalls do site do cliente devem ser configurados para permitir trafego

HTTPS (porta 443) para os seguintes servidores de validacao de licenca do
Omnitouch:

Nome do Host Endereco IP Propdsito

Servidor de validacao de
licenca 1

time.omnitouch.com.au 160.22.43.18

Servidor de validacao de

time.omnitouch.com.au 160.22.43.66 i
licenca 2

) , Servidor de validacao de
time.omnitouch.com.au 160.22.43.114 .
licenca 3

Regras de saida necessarias:

e Protocolo: HTTPS (TCP/443)
e Destino: 160.22.43.18, 160.22.43.66, 160.22.43.114

e Direcao: Saida



Requisitos de DNS

O servidor de licenca requer resolucao de DNS funcional para se comunicar
com a infraestrutura de validacao de licenca do Omnitouch.

Configuracao de DNS necessaria:

» O servidor de licenca deve ter acesso a servidores DNS publicos

e Configure o DNS para usar um dos seguintes:
o 1.1.1.1 (Cloudflare - suporta DNS seguro)

o 8.8.8.8 (Google Public DNS)

e Nao use servidores DNS internos/corporativos para o servidor de licenca

Nota: Os servidores de licenca do Omnitouch usam DNS seguro (DoH/DoT).
Usar servidores DNS publicos garante validacao adequada do DNSSEC e
previne problemas com interceptacao de DNS por dispositivos de seguranca.

Documentacao Relacionada



Configuracao do
Netplan

Visao Geral

OmniCore pode configurar automaticamente interfaces de rede em VMs
implantadas usando netplan. Isso é util para:

e Configurar a interface de gerenciamento primaria (eth0)
e Adicionar interfaces secundarias para IPs publicos, conexdes de peering ou
trafego dedicado

e Configurar rotas estaticas para destinos especificos

Habilitando a Configuracao do
Netplan

Para habilitar a configuracao automatica do netplan para um host, adicione a
variavel netplan config apontando para um template Jinja2 na sua pasta

group vars:

dra:
hosts:
<hostname>:
ansible host: 10.0.1.100
gateway: 10.0.1.1
netplan config: netplan.yaml.j2

O template serd obtido de hosts/<customer>/group vars/netplan.yaml.j2.



Referéncia do Template

Aqui esta o template completo netplan.yaml.j2 com comentarios explicando
cada secao:



network:
version: 2
ethernets:
# Interface primaria - usa ansible host e gateway do
inventario
ethO:
addresses:
"{{ ansible host }}/{{ mask cidr | default(24) }}"
nameservers:
addresses:
% if 'dns' in group names %}
# Se este host E um servidor DNS, use DNS externo para
evitar dependéncia circular
- 8.8.8.8
% else %}
# Caso contrario, use servidores DNS do grupo 'dns' no
inventério
{% for dns_host in groups['dns'] | default([]) %}
- {{ hostvars[dns host]['ansible host'] }}
{% endfor %}
{% endif %}
search:
- slice
routes:
- to: "default"
via: "{{ gateway }}"

{% 1if secondary ips 1is defined %}
# Interfaces secundarias - percorre o dicionario secondary ips
do inventario
# Nomeacao da interface: ensl9, ens20, ens2l... (18 +
loop.index)
{% for nic name, nic config in secondary ips.items() %}
ens{{ 18 + loop.index }}:
addresses:
"{{ nic config.ip address }}/{{ mask cidr | default(24)
I3
% if nic_config.routes is defined %}
# Rotas estaticas para esta interface - cada rota usa o
gateway desta interface
routes:
{% for route in nic _config.routes %}
- to: "{{ route }}"



via: "{{ nic config.gateway }}"
{% endfor %}
{% endif %}
{% endfor %}
{% endif %}

Pontos chave:

* ansible host e gateway vém da entrada do inventario do host
e Servidores DNS sao puxados dinamicamente de hosts no grupo dns

e Interfaces secundarias sdo nomeadas ens19, ens20, etc. para
corresponder a nomenclatura de NIC do Proxmox

e Cada IP secundario pode ter seu préprio gateway e rotas estaticas

Configuracao da Interface Primaria

A interface primaria (eth0Q) é configurada automaticamente usando:

e ansible host - O endereco IP
e gateway - O gateway padrao

* mask cidr - Mascara de rede (padrao para 24)
Os servidores DNS sao configurados automaticamente para:

e Hosts no grupo dns (usa seus IPs ansible host)

e Reverte para 8.8.8.8 se o0 host for ele mesmo um servidor DNS

Interfaces Secundarias

Para hosts que requerem interfaces de rede adicionais (IPs publicos, peering,
etc.), use a configuracao secondary ips.



Esquema

secondary ips:
<logical name>:
ip address: <ip address>
gateway: <gateway ip>
host vm network: <proxmox bridge>
vlanid: <vlan id>
routes: # Opcional - rotas estaticas via
esta interface
- '<destination cidr>'
- '<destination cidr>'

Nomeacao de Interfaces

As interfaces secundarias sao nomeadas automaticamente usando o esquema
de nomeacao previsivel do Ubuntu:

Primeira interface secundaria: ens19

Segunda interface secundaria: ens20

Terceira interface secundaria: ens21

E assim por diante...

Isso corresponde aos nomes das interfaces atribuidos pelo Proxmox ao
adicionar NICs adicionais a uma VM.



Exemplo de Configuracao

dra:
hosts:
<hostname>:
ansible host: 10.0.1.100
gateway: 10.0.1.1
host vm network: "ovsbrl"
vlanid: "100"
netplan config: netplan.yaml.j2
secondary_ ips:
public ip:
ip address: 192.0.2.50
gateway: 192.0.2.1
host vm network: "vmbrQ"
vlanid: "200"
routes:
- '198.51.100.0/24"
- '203.0.113.0/24"
peering ip:
ip address: 172.16.50.10
gateway: 172.16.50.1
host vm network: "ovsbr2"
vlanid: "300"
routes:
- '172.17.0.0/16"

Saida do Netplan Gerada

A configuracao acima gera:



network:
version: 2
ethernets:
ethO:
addresses:
"10.0.1.100/24"
nameservers:
addresses:
- 10.0.1.53
search:
- slice
routes:
- to: "default"

via: "10.0.1.1"
ensl9:

addresses:
"192.0.2.50/24"

routes:

- to: "198.51.100.0/24"
via: "192.0.2.1"

- to: "203.0.113.0/24"

via: "192.0.2.1"
ens20:

addresses:

"172.16.50.10/24"
routes:

- to: "172.17.0.0/16"
via: "172.16.50.1"

Integracao com Proxmox

Ao usar o playbook proxmox.yml, NICs secundérias sao criadas
automaticamente na VM:

1. Novas VMs: NICs secunddrias sao adicionadas durante a provisao inicial

2. VMs Existentes: NICs secundarias sao adicionadas e a VM é reiniciada
para aplicar as alteracdes

A configuracao do Proxmox usa:



* host vm network - A ponte para anexar a NIC

e vlanid - Tag VLAN para a interface

Como Funciona

1. Variaveis do arquivo de hosts sdao passadas para o template Jinja2
2. O template é renderizado para /etc/netplan/01-netcfg.yaml

3. Quaisquer configuracdes de netplan existentes sao removidas para evitar
conflitos

4. netplan apply ativa a configuracao

5. Enderecos IP sao verificados com ip addr show

Casos de Uso Comuns

Diameter Edge Agent (DEA) com IP Publico

<hostname>:
ansible host: 10.0.1.100 # IP de gerenciamento interno
gateway: 10.0.1.1
netplan config: netplan.yaml.j2
secondary ips:
diameter roaming:
ip address: 192.0.2.50 # IP publico para parceiros
de roaming
gateway: 192.0.2.1
host vm network: "vmbro"

vlanid: "200"
routes:
- '198.51.100.0/24" # Rede de parceiros de

roaming



PGW com Interface S5/S8

<hostname>:
ansible host: 10.0.2.20 # IP interno
gateway: 10.0.2.1
netplan config: netplan.yaml.j2
secondary ips:
s5s8 interface:
ip address: 203.0.113.17 # IP publico S5/S8
gateway: 203.0.113.1
host vm network: "vmbr@"
vlanid: "50"

Servidor Multi-homed com Redes de
Gerenciamento e Dados Separadas

<hostname>:
ansible host: 10.0.1.100 # Rede de gerenciamento
gateway: 10.0.1.1
netplan config: netplan.yaml.j2
secondary ips:
data network:
ip address: 10.0.2.100 # Rede de dados
gateway: 10.0.2.1
host vm network: "ovsbr2"
vlanid: "200"
backup network:
ip address: 10.0.3.100 # Rede de backup
gateway: 10.0.3.1
host vm network: "ovsbr3"
vlanid: "300"

Referenciando IPs Secundarios em
Templates

Vocé pode referenciar enderecos IP secundarios em outros templates Jinja2 e
arquivos de configuracao.



No Mesmo Host

Ao configurar um servico no mesmo host que possui IPs secundarios, vocé
pode referenciar diretamente ou usar inventory hostname:

# Referéncia direta (mais simples)
{{ secondary ips.diameter public ip.ip address }}

# Ou explicitamente via inventory hostname (mesmo resultado)
{{ hostvars[inventory hostname]['secondary ips"']
[ 'diameter public ip']['ip address'] }}

# Acesse outras propriedades
{{ secondary ips.diameter public ip.gateway }}
{{ secondary ips.diameter public ip.vlanid }}

De Outro Host

Quando vocé precisa referenciar um IP secundéario de um host diferente (por
exemplo, configurando uma conexao de peer), use hostvars com o home do
host de destino:

# Referéncia ao primeiro host no grupo dra
{{ hostvars[groups['dra'][0]]['secondary ips"']
[ 'diameter public ip']['ip address'] }}

# Percorra todos os hosts DRA e obtenha seus IPs publicos
{% for host in groups['dra'] %}
{% 1f hostvars[host]['secondary ips'] is defined %}

- {{ hostvars[host]['secondary ips']['diameter public ip"']
['ip address'] }}
% endif %}
% endfor %}

Exemplo: Configuracao de Peer DRA

Configure um peer de diametro para vincular ao seu proéprio IP publico:



# Em dra config.yaml.j2 - use inventory hostname para o host atual
peers:
- name: external peer

# Vincule ao IP publico de diametro deste host

local ip: {{ hostvars[inventory hostname]['secondary ips']
['diameter public ip']['ip address'] }}

remote ip: 198.51.100.50

port: 3868

Verificando se os IPs Secundarios Existem

Sempre verifique se a variavel existe antes de usa-la:

% if secondary ips is defined and

secondary ips.diameter public ip is defined %}

public ip: {{ secondary ips.diameter public ip.ip address }}
% else %}

public ip: {{ ansible host }}

% endif %}

Solucao de Problemas

Verifique os Nomes das Interfaces

SSH na VM e verifigue os nomes das interfaces:
ip link show
Saida esperada para uma VM com duas interfaces secundarias:

: lo: <LOOPBACK,UP,LOWER UP> ...

: ethO: <BROADCAST,MULTICAST,UP,LOWER UP> ...
: ens19: <BROADCAST,MULTICAST,UP,LOWER UP> ...
: ens20: <BROADCAST,MULTICAST,UP,LOWER UP> ...

A W DN -



Verifique a Configuracao do Netplan

cat /etc/netplan/01l-netcfg.yaml

Aplique o Netplan Manualmente

netplan apply

Depure o Netplan

netplan --debug apply

Verifique as Rotas

ip route show

Documentacao Relacionada

. - Configuracao do inventdrio de hosts
. - Provisao de VM

. - Todas as variaveis de configuracao



Implantacao de VM/LXC
no Proxmox

A maioria dos nossos clientes executa a pilha OmniCore no Proxmox, este guia
explica em detalhes como usar os plays proxmox para configurar seu ambiente
usando o Proxmox.

Continuamos a oferecer suporte ao VMware, HyperV e nuvem (Atualmente Vultr
/ AWS / GCP) para implantacdes.

Veja Também:

. - Definir VMs a serem implantadas

. - Diretrizes de atribuicao de enderecos IP

. - IPs secundarios e configuracao de multiplas NICs
. - Fluxo de trabalho completo de implantacao

LXC vs VM

Contéineres LXC:

e Leves, compartilham o kernel do host

 Inicializacao rapida, baixa sobrecarga

¢ Isolamento limitado

* Nao podem executar kernels ou médulos de kernel personalizados
e Nao adequado para implantacoes em producao

* Nao pode executar UPF (requer médulos de kernel/dispositivos TUN)
VMs (KVM):

e Virtualizacao completa com kernel dedicado
e Isolamento completo
» Pode executar mdédulos de kernel e rede personalizada

e Maior sobrecarga de recursos



e Recomendado para producao

* Necessadrio para implantacoes UPF
Casos de Uso:

e VMs: Sites de producao, UPF, todas as funcdes de rede

* LXC: Ambientes de laboratdrio/teste, servicos leves (apt-cache,
monitoramento)

Configuracao do Proxmox

1. Criar Token de API

# Na interface do Proxmox: Datacenter - Permissbdes - Tokens de API
# Criar token: root@pam!<TokenName>
# Copie o segredo do token (mostrado uma vez)

2. Criar Modelo de VM Cloud-Init (apenas para
VMs)

Execute este script no host Proxmox. Ele baixa a imagem de nuvem do Ubuntu
e cria um modelo com as credenciais do usuario do cloud-init.



#!/bin/bash
set -e

TEMPLATE ID=9000

IMAGE URL="https://cloud-images.ubuntu.com/noble/current/noble-
server-cloudimg-amd64.img"
IMAGE="noble-server-cloudimg-amd64.img"

echo "=== Baixando imagem de nuvem do Ubuntu ==="
cd /var/lib/vz/template/iso

wget -N "$IMAGE URL"

echo "=== Limpando modelo antigo ==="

gm destroy $TEMPLATE ID --purge 2>/dev/null || true
echo "=== Habilitando armazenamento de snippets ==="

pvesm set local --content images,vztmpl,iso,backup,snippets

echo "=== (Criando dados do usuario do cloud-init ==="
mkdir -p /var/lib/vz/snippets
cat > /var/lib/vz/snippets/user-data.yml << 'USERDATA'
#cloud-config
ssh _pwauth: true
users:
- name: omnitouch

plain_text passwd: password

lock passwd: false

shell: /bin/bash

sudo: ALL=(ALL) NOPASSWD:ALL

groups: sudo
USERDATA

echo "=== Criando modelo de VM ==="

gm create $TEMPLATE ID --name ubuntu-2404-template --memory 2048 -
-cores 2 --net0O virtio,bridge=vmbro

gm importdisk $TEMPLATE ID $IMAGE local-lvm

gm set $TEMPLATE ID --scsihw virtio-scsi-pci --scsi® local-
lvm:vm-${TEMPLATE ID}-disk-0

gm set $TEMPLATE ID --ide2 local-lvm:cloudinit

gm set $TEMPLATE ID --boot c --bootdisk scsi0

gm set $TEMPLATE ID --vga std

gm set $TEMPLATE ID --agent enabled=1

gm set $TEMPLATE ID --cicustom user=local:snippets/user-data.yml



gm template $TEMPLATE ID

echo "=== Modelo $TEMPLATE ID criado com sucesso ==="

Notas:

O modelo fornece um login de fallback: omnitouch / password (para acesso
ao console se o cloud-init falhar)

Ao clonar via Ansible, as credenciais sao substituidas de local users em
seu arquivo hosts:
o Nome de usuario: Chave do primeiro usuario de local users

o Senha: Campo password do primeiro usuério (padrao para 'password'
se nao definido)

o Chave SSH: Campo public key do primeiro usuario

--vga std garante que o console da web do Proxmox funcione

A flag -N no wget s6 baixa se for mais recente que a cépia local

Alternativa: Modelo Manual a partir de ISO

Se as imagens de nuvem nao estiverem disponiveis ou vocé precisar de uma
instalacao personalizada:

Passo 1: Criar VM via Ul da Web

e Criar Nova VM - ID da VM 9000, Nome: ubuntu-2404-template
e SO: Carregar ISO do Ubuntu Server ou usar ISO existente

e Sistema: Padrao (Controlador SCSI: VirtlO SCSI)

e Discos: 32GB, Barramento: SCSI

e CPU: 2 nucleos

e Memoria: 2048 MB

e Rede: VirtlO, bridge vmbr0

e |niciar VM e instalar o Ubuntu Server

Passo 2: Dentro da VM - Limpar e preparar



# Instalar cloud-init
sudo apt update
sudo apt install cloud-init gemu-guest-agent -y

# Limpar dados especificos da maquina

sudo cloud-init clean

sudo rm -f /etc/machine-id /var/lib/dbus/machine-id
sudo rm -f /etc/ssh/ssh host *

sudo truncate -s 0 /etc/hostname

sudo truncate -s 0 /etc/hosts

# Limpar histérico do bash e desligar
history -c
sudo poweroff

Passo 3: Adicionar Cloud-Init e Converter em Modelo

e Selecionar VM - Hardware — Adicionar - CloudInit Drive (selecionar
armazenamento, por exemplo, local-lvm)

* Cloud-Init -» Usuario: omnitouch, Senha: password
e Hardware » Opcdes —» Agente QEMU - Habilitar

e Clique com o botao direito na VM - Converter em Modelo

3. Baixar Modelo LXC (apenas para LXC)

# No shell do né Proxmox:
pveam update
pveam download local ubuntu-24.04-standard 24.04-2 amd64.tar.zst



Configuracao do Arquivo Hosts

Para Implantacao de VM (proxmox.yml)

all:
vars:
proxmoxServers:

pve-node-01:
proxmoxServerAddress: 192.168.1.100
proxmoxServerPort: 8006
proxmoxRootPassword: YourPassword
proxmoxApiTokenName: ansible
proxmoxApiTokenSecret: "your-token-secret-uuid"
proxmoxTemplateName: ubuntu-2404-template
proxmoxTemplateId: 9000
proxmoxNodeName: pve-node-01
storage: local-lvm # opcional

pve-node-02:
# ... configuracao do segundo né

# Credenciais do usuario - o primeiro usuario é usado para o
cloud-init da WM
local users:
admin user:
name: Admin User
public key: "ssh-rsa AAAA..."
password: "optional-password" # padrdo para 'password' se
nao definido

mme:
hosts:
site-mmeOl:
ansible host: 192.168.1.10
gateway: 192.168.1.1
vlanid: "100" # opcional



Para Implantacao de LXC (proxmox_Ixc.yml)

all:
vars:
proxmoxServerAddress: 192.168.1.100
proxmoxServerPort: 8006
proxmoxNodeName: ['pve-node-01', 'pve-node-02'] # uUnico ou
lista

proxmoxApiTokenName: ansible

PROXMOX API TOKEN: "your-token-secret-uuid"

proxmoxLxcOsTemplate: 'local:vztmpl/ubuntu-24.04-
standard 24.04-2 amd64.tar.zst'

proxmoxLxcCores: 2

proxmoxLxcMemoryMb: 4096

proxmoxLxcDiskSizeGb: 30

proxmoxLxcRootFsStorageName: local-lvm

mask cidr: 24

host vm network: vmbrO

# Credenciais do usuario - o primeiro usuario é usado para
acesso inicial a VM/LXC
local users:
admin user:
name: Admin User
public key: "ssh-rsa AAAA..."
password: "optional-password" # padrdo para 'password' se
nao definido

apt cache servers:
hosts:
site-cache:
ansible host: 192.168.1.20
gateway: 192.168.1.1
vlanid: "100" # opcional
proxmoxLxcDiskSizeGb: 120 # substituicdo por host



Uso

Implantar VMs

ansible-playbook -i hosts/Customer/hosts.yml services/proxmox.yml

Implantar Contéineres LXC

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox 1lxc.yml

Deletar VMs/LXCs

ansible-playbook -i hosts/Customer/hosts.yml
services/proxmox_delete.yml

Comportamento

proxmox.yml

» Verifica se uma VM com 0 mesmo nome ja existe no Proxmox
e Distribui VMs entre os nés usando round-robin

e Clona do modelo

e Configura IP estatico, tags e cloud-init

» Define credenciais do usuario do cloud-init a partir da primeira
entrada de local_users

e Suporta tagging VLAN

proxmox_Ixc.yml

» Verifica se o contéiner nao existe pelo nome ou IP



¢ Distribui LXCs entre os nds usando round-robin
e Cria contéiner com IP estético

* Cria automaticamente a primeira conta de local users com acesso
sudo e chave SSH

e Configura netplan para rede
¢ |nicia contéineres automaticamente
e Exclui hosts UPF

proxmox_delete.yml

» Para e deleta VM/LXC correspondente ao nome do host do inventario
» Pesquisa em todos os nés configurados

* Para forcadamente ap6s 20 segundos

Distribuicao e Tagging de VM/LXC

Distribuicao Round-Robin

VMs e LXCs sao automaticamente distribuidos entre os nés do Proxmox usando
l6gica de round-robin (mdédulo):

Exemplo com 3 hipervisores e 5 MMEs:
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mme@l - pve-node-01 (indice
mme02 - pve-node-02 (indice
mme03 - pve-node-03 (indice
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mme04 - pve-node-01 (indice
mme05 - pve-node-02 (indice

o
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Como funciona:

1. O playbook identifica o grupo de funcdes do host (por exemplo, mme, sgw,
hss)

2. Calcula o indice do host dentro desse grupo (base 0)

3. Usa a operacao de moédulo: host index % number of nodes



4. Seleciona o hipervisor com base no resultado

Configuracao:

# Para VMs (proxmox.yml) - defina varios servidores

proxmoxServers:
pve-node-01: { ... }
pve-node-02: { ... }
pve-node-03: { ... }

# Para LXCs (proxmox lxc.yml) - liste varios ndés
proxmoxNodeName: ['pve-node-01', 'pve-node-02', 'pve-node-03']

Tagging Automatico
VMs e LXCs sao automaticamente marcados com:

* Nomes de Funcao/Grupo: Todos os grupos Ansible aos quais o host
pertence

« Nome do Site: A variavel site name

Exemplo:

site name: "melbourne-prod"

mme :
hosts:
melbourne-mmeOl: { ... }

Resultado: VM/LXC marcada com: mme, melbourne-prod

As tags sao visiveis na interface do Proxmox e Uteis para filtragem/organizacao.

Substituicoes por Host

Substitua os padrées em hosts especificos:



hosts:
high-spec-host:
ansible host: 192.168.1.50
gateway: 192.168.1.1
proxmoxLxcCores: 8 # substituicdo de nucleos
proxmoxLxcMemoryMb: 16384 # substituicdo de meméria
proxmoxLxcDiskSizeGb: 100 # substituicdo de disco



Playbooks de Utilidade

Os playbooks de utilidade fornecem ferramentas operacionais para gerenciar a
infraestrutura do OmniCore implantada. Esses playbooks estao localizados no
diretério util playbooks/ e podem ser executados de forma independente
para realizar tarefas comuns de manutencao e solucao de problemas.

Referéncia Rapida

Playbook Propadsito

Gerar relatério de saude abrangente para todos
health check.yml ,
0S servigos

Restaurar banco de dados HSS e/ou

restore hss.yml
- y configuracao a partir do backup

. Gerar documentacao de rede com diagramas
ip plan generator.yml )
Mermaid

Auditar portas abertas e servicos em escuta em

et ports.yml
get_p y todos os hosts

Recuperar arquivos de captura de pacotes dos

getLocalCapture.yml
hosts

Remover uma conta de usuario local de todos os
delete local user.yml

hosts

Definir MTU para 9000 (frames jumbo) nas
updateMtu.yml .
interfaces de rede

Verificar o status do servico nos componentes

systemctl status.yml
EPC



Verificacdo de Sa@@de

Arquivo: util playbooks/health check.yml

Gera um relatério de salde HTML abrangente cobrindo todos os servicos
implantados do OmniCore e OmnicCall.

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/health check.yml

Saida: /tmp/health check YYYY-MM-DD HH:MM:SS.html
Informacoes Coletadas

Componente Dados Coletados

Todos os servicos  Status do servico, versao, tempo de atividade

OmniHSS Status do banco de dados, conexdes de pares Diameter
OmniDRA Conexdes de pares Diameter e status

OmniTAS Chamadas ativas, sessoes, registros, uso da CPU

OCS Status de replicacao do KeyDB

Restauracao do HSS

Arquivo: util playbooks/restore hss.yml

Restaura o OmniHSS a partir de arquivos de backup. Suporta a restauracao
apenas do banco de dados, apenas da configuracao ou de ambos.



ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/restore hss.yml

Formatos de Arquivo de Backup

Tipo Padrao de Nome de Arquivo Conteudos

Dump MySQL do

Banco de _ P MySQ

dados hss dump <hostname> <timestamp>.sql  banco de dados
omnihss
Arquivo do

Configuragao  hss <hostname> <timestamp>.tar.gz diretorio
/etc/omnihss

Gerador de Plano de IP

Arquivo: util playbooks/ip plan generator.yml
Gera documentacao de rede a partir do inventario, incluindo:

e Atribuicdes de IP dos hosts (NICs primarias e secundarias)

e Visao geral do segmento de rede

e Diagramas de conectividade de interface (Diameter, GTP, PFCP, SIP, S57)

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/ip plan generator.yml



Arquivos de Saida

Arquivo Formato

/tmp/ip plan_<customer> <site>.md Markdown

/tmp/ip plan <customer> <site>.html HTML

Auditoria de Portas

Arquivo: util playbooks/get ports.yml

Descricao

Documentacao
baseada em texto

Diagrama
interativo com
camadas filtraveis

Audita todas as portas em escuta na implantacao e gera documentacao.

ansible-playbook -i hosts/customer/host files/production.yml

util playbooks/get ports.yml

Arquivos de Saida

Arquivo Descricao

/tmp/all ports.csv  CSV com hostname, IP, protocolo, porta, servico

./open _ports.rst Tabela reStructuredText para documentacao Sphinx



Dados Coletados

Campo

Hostname

IP

Versao do IP

Transporte

Porta

Servico

Descricao

Nome do host no inventario

Endereco IP do ansible host do host

IPv4 ou IPv6

TCP ou UDP

NUmero da porta em escuta

Nome do processo

Recuperacao de Captura Local

Arquivo: util playbooks/getLocalCapture.yml

Recupera os dois arquivos de captura de pacotes mais recentes do diretério
/etc/localcapture de cada host.

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/getLocalCapture.yml

Saida: ./localCapturePcaps/<hostname>/*.pcap

Gerenciamento de Usuarios

Arquivo: util playbooks/delete local user.yml

Remove uma conta de usuario local de todos os hosts no inventario.



ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/delete local user.yml

Prompt: Digite o nome de usuario a ser excluido quando solicitado.

Configuracao de MTU

Arquivo: util playbooks/updateMtu.yml

Define o MTU para 9000 (frames jumbo) na interface ens160 em todos os
hosts.

ansible-playbook -i hosts/customer/host files/production.yml
util playbooks/updateMtu.yml

Nota: Este playbook é codificado para a interface ens160. Modifique o
playbook se seu ambiente usar nomes de interface diferentes.

Executando Playbooks de Utilidade

Sintaxe Basica

ansible-playbook -i <inventory file> util playbooks/<playbook>.yml



Opcoes Comuns

Opcao Descricao
-i <inventory> Especificar arquivo de inventario

--limit <hosts> Limitar a hosts ou grupos especificos

-v /[ -vv [ -vvv Aumentar a verbosidade

- -check Execucao de teste (mostrar o que mudaria)

--diff Mostrar diferengas de arquivos
Exemplos

# Executar verificacao de salde na producao
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/health check.yml

# Restaurar HSS em um host especifico
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/restore hss.yml --limit hssO1

# Gerar plano de IP com saida detalhada
ansible-playbook -i hosts/acme/host files/production.yml
util playbooks/ip plan generator.yml -v






