Guia de la API REST

Esta guia proporciona documentacién completa para la APl REST y Swagger

Ul de OmniSS7.
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Descripcion General

OmniSS7 proporciona una APl REST para el acceso programatico a las
operaciones de MAP (Mobile Application Part). La APl permite:

e Enviar solicitudes MAP (SRI, SRI-for-SM, UpdatelLocation, etc.)
e Recuperar respuestas MAP

e Monitorear métricas del sistema a través de Prometheus

Arquitectura de la API
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Configuracion del Servidor HTTP

Detalles del Servidor

Parametro Valor Configurable
Protocolo HTTP No

Direccion IP  0.0.0.0 (todas las interfaces) Solo a través de cddigo
Puerto 8080 Solo a través de cdodigo

Transporte Plug.Cowboy No

URL de Acceso: http://[server-ip]:8080

Habilitar/Deshabilitar el Servidor HTTP

Controla si el servidor HTTP se inicia:

config :omniss7,
start http server: true # Establecer en false para deshabilitar

Predeterminado: true (habilitado)

Cuando esta Deshabilitado: El servidor HTTP no se iniciara, y la API
REST/Swagger Ul no estara disponible.

Swagger Ul

La API incluye un Swagger Ul para documentacion interactiva de la APl y
pruebas.



Accediendo a Swagger Ul
URL: http://[server-ip]:8080/swagger
Caracteristicas:

Documentacidén interactiva de la API

Funcionalidad de prueba para probar puntos finales

Esguemas de solicitud/respuesta

Cargas Utiles de ejemplo

Swagger JSON

La especificacién OpenAPI esta disponible en:
URL: http://[server-ip]:8080/swagger.json
Casos de Uso:

e Importar en Postman u otros clientes de API
e Generar bibliotecas de cliente

e Automatizacidn de documentacién de API

Puntos Finales de la API

Todos los puntos finales de operaciones MAP siguen el patrén: POST
/api/{operation}



Resumen de Puntos Finales

Tiempo de

Punto Final Método Propdsito
Espera

Enviar Informacion de
/api/sri POST , 10s
Enrutamiento

Japi/sri-f POST Enviar Informacién de o
api/sri-for-sm S
. Enrutamiento para SM

Enviar Informacion de
/api/send-auth-info POST , L, 10s
Autenticacion

_ SMS Terminado Movil
/api/MT-forwardSM POST , 10s
Reenviar SM

/api/forwardSM POST Reenviar SM 10s
/api/updateLocation  POST Actualizar Ubicacién 10s

Proporcionar NUmero de

/api/prn POST Roaming 10s
/metrics GET Métricas de Prometheus  N/A
/swagger GET Swagger Ul N/A
/swagger.json GET Especificacion OpenAPI N/A

Nota: Todas las solicitudes MAP tienen un tiempo de espera de 10
segundos codificado.



SendRoutinginfo (SRI)

Recuperar informaci€€n de enrutamiento para establecer una llamada a un
suscriptor movil.

Punto Final: POST /api/sri

Cuerpo de Solicitud:

{
"msisdn": "1234567890",
"gmsc": "5551234567"
}
Parametros:
Campo Tipo Requerido Descripcion
msisdn  String Si MSISDN de la parte llamada
gmsc String  Si Titulo Global del GMSC

Respuesta (200 OK):

{
"result": {
"imsi": "001001234567890",
"msrn": "5551234999",
"“vlr number": "5551234800",
}
}

Error (504 Gateway Timeout):



"error": "timeout"

Ejemplo de cURL:

curl -X POST http://localhost:8080/api/sri \
-H "Content-Type: application/json" \
-d '{
"msisdn": "1234567890",
"gmsc": "5551234567"

} 1

SendRoutinginfoForSM (SRI-for-SM)

Recuperar informacién de enrutamiento para entregar un SMS a un suscriptor
movil.

Punto Final: POST /api/sri-for-sm

Cuerpo de Solicitud:

{
"msisdn": "1234567890",
"service center": "5551234567"
}
Parametros:
Campo Tipo Requerido Descripcion
msisdn String  Si MSISDN de destino

Titulo Global del Centro de

service center String Si o
Servicio



Respuesta (200 OK):

{
"result": {
"imsi": "001001234567890",
“msc_number": "5551234800",
"location info": {...},
}
}

Ejemplo de cURL:

curl -X POST http://localhost:8080/api/sri-for-sm \
-H "Content-Type: application/json" \
-d '{
"msisdn": "1234567890",
"service center": "5551234567"

} 1

SendAuthenticationinfo
Solicitar vectores de autenticacién para un suscriptor.
Punto Final: POST /api/send-auth-info

Cuerpo de Solicitud:

"imsi": "001001234567890",
"vectors": 3

Parametros:



Campo Tipo Requerido Descripcion

imsi String Si IMSI del suscriptor

i NUmero de vectores de autenticacién a
vectors Integer  Si
generar

Respuesta (200 OK):

{
"result": {
"authentication sets": [
{
“rand": "0123456789ABCDEF...",
"Xres": "...",
"ck": ", ",
ik "L,
"autn": "..."
}
1,
}
}

Ejemplo de cURL:

curl -X POST http://localhost:8080/api/send-auth-info \
-H "Content-Type: application/json" \
-d '{
"imsi": "001001234567890",
"vectors": 3

} 1

MT-ForwardSM

Entregar un SMS Terminado M&vil a un suscriptor.



Punto Final: POST /api/MT-forwardSM

Cuerpo de Solicitud:

"imsi": "001001234567890",
"destination service centre":
"originating service center":

"5551234567",
*5551234568",

“smsPDU": "0001000A8121436587F900001C48656C6C6F20576F726C64"

Parametros:

Campo

imsi

destination service centre

originating service center

smsPDU

Tipo

String

String

String

String

Requerido

Si

Si

Si

Si

Descripcion

IMSI del suscriptor
de destino

GT del centro de
servicio de destino

GT del centro de
servicio de origen

SMS TPDU en
formato
hexadecimal

Nota: smsPDU debe ser una cadena codificada en hex (mayusculas o

minusculas).

Respuesta (200 OK):



"result": {
"delivery status": "success",

Ejemplo de cURL.:

curl -X POST http://localhost:8080/api/MT-forwardSM \
-H "Content-Type: application/json" \
-d '{
"imsi": "001001234567890",
"destination service centre": "5551234567",
"originating service center": "5551234568",
"smsPDU": "0001000A8121436587F900001C48656C6C6F20576F726C64"

ForwardSM

Reenviar un mensaje SMS (MO-SMS del suscriptor).
Punto Final: POST /api/forwardSM

Cuerpo de Solicitud: Igual que MT-ForwardSM

Ejemplo de cURL.:

curl -X POST http://localhost:8080/api/forwardSM \
-H "Content-Type: application/json" \
-d '{
"imsi": "001001234567890",
"destination service centre": "5551234567",
"originating service center": "5551234568",
"smsPDU": "0001000A8121436587F900001C48656C6C6F20576F726C64"



UpdatelLocation

Notificar al HLR sobre el cambio de ubicacion del suscriptor (registro VLR).
Punto Final: POST /api/updatelLocation

Cuerpo de Solicitud:

{
"imsi": "001001234567890",
"vlr": "5551234800"
}
Parametros:
Campo Tipo Requerido Descripcion
imsi String  Si IMSI del suscriptor
vlr String Si Direccién del Titulo Global del VLR

Respuesta (200 OK):

{
"result": {
"hlr number": "5551234567",
"subscriber data": {...},
}
}

Nota: En modo HLR, esto activa la secuencia InsertSubscriberData (ISD) con un
tiempo de espera de 10 segundos por ISD.

Ejemplo de cURL:



curl -X POST http://localhost:8080/api/updateLocation \
-H "Content-Type: application/json" \
-d '{
"imsi": "001001234567890",
"vlr": "5551234800"

} 1

ProvideRoamingNumber (PRN)

Solicitar MSRN (NUmero de Roaming de Estacidon Mévil) para el enrutamiento
de llamadas a un suscriptor en roaming.

Punto Final: POST /api/prn

Cuerpo de Solicitud:

{

"msisdn": "1234567890",

“gmsc": "5551234567",

"msc_number": "5551234800",

“imsi": "001001234567890"

}
Parametros:

Campo Tipo Requerido Descripcion
msisdn String  Si MSISDN del suscriptor
gmsc String  Si GT del GMSC
msc_number  String Si NUmero de MSC para el suscriptor
imsi String  Si IMSI del suscriptor

Respuesta (200 OK):



"result": {
"msrn": "5551234999",

Ejemplo de cURL.:

curl -X POST http://localhost:8080/api/prn \
-H "Content-Type: application/json" \
-d '{
"msisdn": "1234567890",
"gmsc": "5551234567",
"msc_number": "5551234800",
"imsi": "001001234567890"

Autenticacion

Estado Actual: La APl no requiere autenticacion.
Consideraciones de Seguridad:

* La API estd destinada para uso en redes internas/confiables
e Considere usar reglas de firewall para restringir el acceso

* Para implementaciones en produccién, considere implementar middleware
de autenticacion

Formatos de Respuesta

Todas las respuestas utilizan el formato JSON.



Respuesta de Exito
Estado HTTP: 200 OK

Estructura:

{

"result": {
// Datos de respuesta especificos de la operacion

}
}

Respuesta de Error
Estado HTTP:

* 400 Bad Request - Cuerpo de solicitud no valido

e 504 Gateway Timeout - Tiempo de espera de solicitud MAP excedido (10
segundos)

e 404 Not Found - Punto final no valido

Estructura:
{
"error": "timeout"
}
0
{
"error": "invalid request"

}



Manejo de Errores

Errores Comunes

Cédigo L o
Error Descripcion Solucion
HTTP
El cuerpo de la . . .
JSON L Verifique la sintaxis
Invalid 400 solicitud no es un |SON
nvalido
JSON valido
Campos 400 Faltan campos Incluya todos los
Faltantes requeridos parametros requeridos
. Verifique la
, La solicitud MAP o
Tiempo de 504 di6 el ti q conectividad M3UA,
excedié el tiempo de -
Espera P disponibilidad de
espera de 10s
HLR/VLR
N Verifi la URL del
© 404 Punto final no vélido erl qule @ €
Encontrado punto final

Comportamiento de Tiempo de Espera

Todas las solicitudes MAP tienen un tiempo de espera codificado de 10
segundos:

1. Solicitud enviada al MapClient GenServer
2. Espera la respuesta hasta 10 segundos
3. Si no hay respuesta —» devuelve 504 Gateway Timeout

4. Si se recibe respuesta —» devuelve 200 OK con resultado

Solucién de Problemas de Tiempos de Espera:

* Verifique el estado de la conexion M3UA (Interfaz Web —» pagina M3UA)
e Verifique que el elemento de red (HLR/VLR/MSC) sea accesible



» Verifique la configuracién de enrutamiento

e Revise los registros de eventos SS7 en busca de errores

Métricas (Prometheus)

La APl expone métricas de Prometheus para monitoreo.

Punto Final de Métricas
URL: http://[server-ip]:8080/metrics
Formato: Formato de texto de Prometheus

Ejemplo de Salida:



# HELP map requests total Total MAP requests

# TYPE map requests total counter

map requests total{operation="sri"} 42
map_requests total{operation="sri for sm"} 158
map requests total{operation="updateLocation"} 23

# HELP cap_requests total Total CAP requests

# TYPE cap requests total counter

cap _requests total{operation="initialDP"} 87

cap requests total{operation="requestReportBCSMEvent"} 91

# HELP map request duration milliseconds Duration of MAP
request/responses in ms

# TYPE map_request duration milliseconds histogram

map_request duration milliseconds bucket{operation="sri",le="10"}
5

map_request duration milliseconds bucket{operation="sri", le="50"}
12

map_request duration milliseconds bucket{operation="sri", le="100"}
35

# HELP map pending requests Number of pending MAP TID waiters
# TYPE map pending requests gauge
map_pending requests 3



Meétricas Disponibles

Métrica

map_ requests total

cap_requests total

map request duration milliseconds

map_pending requests

Tipo

Contador

Contador

Histograma

Medidor

Configuracion de Prometheus

Agregue a su prometheus.yml:

scrape_configs:
- job name: 'omniss7'
static configs:

- targets: ['server-ip:8080']

metrics path: '/metrics'
scrape interval: 15s

Etiquetas

operation

operation

operation

Descrip

NUmero
de solicit
MAP por
de operc

NUmero
de solicit
CAP por
de operc

Duracior
la solicit
en

milisegu

NUmero
transacc
MAP
pendient



Ejemplos de Solicitudes

Ejemplo en Python

import requests
import json

# Solicitud SRI-for-SM
url = "http://localhost:8080/api/sri-for-sm"
payload = {

"msisdn": "1234567890",

"service center": "5551234567"

response = requests.post(url, json=payload, timeout=15)

if response.status code == 200:
result = response.json()
print(f"Exito: {result}")
elif response.status code == 504:
print("Tiempo de espera - sin respuesta de la red")
else:
print(f"Error: {response.status code} - {response.text}")



Ejemplo en JavaScript

const axios = require('axios');

async function sendSRI() {
try {
const response = await
axios.post('http://localhost:8080/api/sri', {
msisdn: '1234567890°',
gmsc: '5551234567"

}oo A
timeout: 15000

1)

console.log('Exito:', response.data);
} catch (error) {
if (error.code === 'ECONNABORTED') {
console.error('Tiempo de espera - sin respuesta de la red');
} else {
console.error('Error:"', error.response?.data ||
error.message) ;
}
}
}

sendSRI();



Ejemplo en Bash/cURL

#!/bin/bash

# Solicitud UpdatelLocation
response=$(curl -s -w "\n%{http code}" -X POST
http://localhost:8080/api/updateLocation \
-H "Content-Type: application/json" \
-d '{
"imsi": "001001234567890",
"vlr": "5551234800"
)

http code=$(echo "$response" | tail -n 1)
body=$(echo "$response" | sed '$d')

if [ "$http code" -eq 200 ]; then
echo "Exito: $body"
elif [ "$http code" -eq 504 ]; then
echo "Tiempo de espera - sin respuesta de la red"
else
echo "Error $http code: $body"
fi



Diagramas de Flujo

Flujo de Solicitudes de API

APlhandler MapClient

POST /api/sri

M3UA Connection SS7 Network

GenServer.call (10s timeout)

Send SRI request

M3UA/SCCP/MAP

MAP Response

Response received

{:0k, response}

200 OK + JSON

If timeout (10s)

{:error, :timeout}

504 Gateway Timeout

APlhandler MapClient

M3UA Connection SS7 Network

Resumen
La API REST de OmniSS7 proporciona:

[] Operaciones MAP - Soporte completo para SRI, SRI-for-SM, UpdatelLocation,
entrega de SMS, autenticacion

[0 Swagger Ul - Documentacion interactiva de la APl y pruebas

[ Métricas de Prometheus - Monitoreo y observabilidad

[] Tiempos de Espera Codificados - Tiempo de espera de 10 segundos para
todas las solicitudes MAP

[] Servidor HTTP - Se ejecuta en el puerto 8080 (configurable a través de

start http server)

Para acceso a la Interfaz Web, consulte la

Para detalles de configuracién, consulte la



Referencia Técnica
(Apéndice)

Referencia técnica para los protocolos SS7 y la implementacién de OmniSS7.

Pila de Protocolos SS7

MAFP ——»  TCAP ——»  SCCP —— M3uA | —»  SCTP — IF

Cddigos de Operacion MAP

Operacion Opcode Propdsito
updatelLocation 2 Registrar ubicaciéon del suscriptor
cancellLocation 3 Darse de baja del VLR
provideRoamingNumber 4 Solicitar MSRN
sendRoutinglInfo 22 Consultar enrutamiento de llamadas
mt-forwardSM 44 Entregar SMS al suscriptor
sendRoutinginfoForSM 45 Consultar enrutamiento de SMS
mo-forwardSM 46 Reenviar SMS del suscriptor

sendAuthenticationInfo 56 Solicitar vectores de autenticacion



Tipos de Mensajes TCAP

e BEGIN - Iniciar transaccién
e CONTINUE - A mitad de transaccién
e END - Respuesta final

e ABORT - Cancelar transaccion

Direccionamiento SCCP

Formatos de Titulo Global

e E.164 - NUumero de teléfono internacional (por ejemplo, 447712345678)
e E.212 - Formato IMSI (por ejemplo, 234509876543210)
e E.214 - Formato de cédigo de punto

Numeros de Subsistema (SSN)

SSN 6: HLR

SSN 7: VLR

SSN 8: MSC/SMSC
SSN 9: GMLC
SSN 10: SGSN

TPDU de SMS

Tipos de Mensajes

e SMS-DELIVER (MT) - De la red al movil
¢ SMS-SUBMIT (MO) - Del mévil a la red



e SMS-STATUS-REPORT - Estado de entrega
¢ SMS-COMMAND - Comando remoto
Codificaciones de Caracteres

e GSM7 - Alfabeto GSM de 7 bits (160 caracteres por SMS)
* UCS2 - Unicode de 16 bits (70 caracteres por SMS)
e 8-bit - Datos binarios (140 bytes por SMS)

Estados M3UA

e DOWN - Sin conexién SCTP

e CONNECTING - Conectando SCTP

e ASPUP_SENT - Esperando ACK de ASPUP
e INACTIVE - ASP activo pero no en uso

e ASPAC _SENT - Esperando ACK de ASPAC
e ACTIVE - Listo para trafico

Cddigos de Punto Comunes SS7

Los cédigos de punto son tipicamente valores de 14 bits (ITU) o 24 bits (ANSI).
Formato de Ejemplo (ITU):

¢ Red: 3 bits
o Cluster: 8 bits
e Miembro: 3 bits

Cddigos de Error SCCP

e 0 - Sin traduccion para la direccion



1 - Sin traduccién para direccién especifica
2 - Congestién de subsistema

3 - Fallo de subsistema

4 - Usuario no equipado

5 - Fallo de MTP

6 - Congestiéon de red

7 - No calificado

8 - Error en el transporte de mensajes

Cddigos de Error MAP

Caodigo Error Descripcion

1 unknownSubscriber Suscriptor no en HLR

27 absentSubscriber Suscriptor no alcanzable

34 systemFailure Fallo de red

35 dataMissing Datos requeridos no disponibles
36 unexpectedDataValue Valor de parametro invalido

Documentacion Relacionada



OmniSS7 por Omnitouch Network Services



CAMEL Request Builder
- Resumen de
Implementacion

Descripcion General

Se ha creado un nuevo componente LiveView para construir y enviar
solicitudes CAMEL/CAP con fines de prueba. Esto proporciona una interfaz de
usuario interactiva para crear InitialDP y otras operaciones CAMEL.



Nuevos Componentes

1. Constructor de Solicitudes CAMEL LiveView

Caracteristicas:

e Interfaz de usuario basada en formularios interactiva para construir
solicitudes CAMEL

» Soporte para multiples tipos de solicitudes:
o InitialDP - Punto de Deteccién Inicial (notificacién de configuracién de

llamada)
o Connect - Conectar llamada al destino
o ReleaseCall - Liberar/terminar llamada
o RequestReportBCSMEvent - Solicitar notificaciones de eventos
o Continue - Continuar el procesamiento de la llamada

o ApplyCharging - Aplicar limites de carga/duracion a las llamadas
Capacidades Clave:

» Desplegable de seleccién de tipo de solicitud
e Campos de formulario dinamicos segun el tipo de solicitud seleccionado

* Opciones avanzadas de SCCP/M3UA (seccion colapsable)
o Titulos Globales de Parte Llamada/Llamante

o Configuracion de SSN (NUmero de Subsistema)

o Configuraciéon de OPC/DPC (Codigo de Punto)
» Historial de solicitudes en tiempo real (Ultimas 20 solicitudes)
e Seguimiento de sesién a través de OTID
» Retroalimentacién de éxito/error

e Seguimiento del tamafo de la solicitud

Ruta: /camel request

2. EventLog Mejorado con Soporte CAMEL

Nuevas Funciones:



paklog camel/2 - Registro dedicado de mensajes CAMEL/CAP
lookup cap opcode name/1 - Busqueda de cédigo de operacién CAP
find cap opcode/1 - Extraer opcode CAP de JSON
extract cap tids/1 - Extraer OTID/DTID de mensajes CAP
format cap to json/1 - Convertir PDUs CAP a formato JSON

Cdodigos de Operacion CAP Soportados:

=> "initialDP"

=> "connect"

=> "releaseCall"

=> "requestReportBCSMEvent"
=> "eventReportBCSM"

10 => "continue"
13 => "furnishChargingInformation"
35 => "applyCharging"

(47 operaciones en total)

Caracteristicas:

3.

Registro en JSON de todas las solicitudes/respuestas CAMEL

Deteccién automatica de acciones TCAP (Iniciar/Continuar/Finalizar/Abortar)
Extraccidon de direccionamiento SCCP

Manejo de errores para mensajes malformados

Procesamiento de tareas en segundo plano (no blogueante)

Evento prefijado con "CAP:" para facil filtrado

CapClient Actualizado

Cambios:

Se anadieron llamadas paklog camel/2 para mensajes entrantesy
salientes

Registro dual: Tanto MAP ( paklog) como CAP (paklog camel) para
compatibilidad

Mensajes salientes registrados en sccp m3ua maker/2

Mensajes entrantes registrados en handle payload/1



Configuracion

Las nuevas paginas LiveView se han afadido a la configuracién de tiempo de
ejecucion:

# Archivo: config/runtime.exs

config :control panel,
use additional pages: [

{SS7 .Web.EventsLive, "/events", "Eventos SS7"},
{SS7.Web.TestClientLive, "/client", "Cliente SS7"},
{SS7.Web.M3UAStatusLive, "/m3ua", "M3UA"},
{SS7.Web.HlrLinksLive, "/hlr links", "Enlaces HLR"},
{SS7.Web.CAMELSessionsLive, "/camel sessions", "Sesiones

CAMEL"},
{SS7.Web.CAMELRequestLive, "/camel request", "Constructor de

Solicitudes CAMEL"}

1,

page order: ["/events", "/client", "/m3ua", "/hlr _links",
"/camel sessions", "/camel request",
"/application", "/configuration"]
Uso

Accediendo al Constructor de Solicitudes

1. Navegar a: https://your-server:8087/camel request

2. Seleccionar tipo de solicitud del desplegable

3. Completar los pardmetros requeridos

4. Opcionalmente expandir "Opciones Avanzadas de SCCP/M3UA" para ajustes
finos

5. Hacer clic en "Enviar Solicitud [RequestType]"

Flujo de Solicitud

InitialDP (Nueva Llamada)



1. Establecer Clave de Servicio (por ejemplo, 100)
2. Establecer NUmero Llamante (Parte A)
3. Establecer Numero Llamado (Parte B)
4. Enviar solicitud - Genera nuevo OTID

5. OTID almacenado en la sesién para solicitudes de seguimiento

Solicitudes de Seguimiento (Connect, ReleaseCall, etc.)

1. Debe tener un OTID activo de InitialDP
2. La solicitud utiliza automaticamente el OTID almacenado

3. Advertencia mostrada si no hay OTID activo

Parametros de Solicitud
InitialDP:

¢ Clave de Servicio (entero)
¢ NUmero Llamante (formato ISDN)

e NUmero Llamado (formato ISDN)
Connect:

e Numero de Destino (donde enrutar la llamada)
ReleaseCall:

e Cddigo de Causa (16 = Normal, 17 = Ocupado, 31 = No Especificado)
RequestReportBCSMEvent:

e Eventos BCSM (separados por comas: oAnswer, oDisconnect, etc.)
Continue:

» Sin parametros (utiliza OTID activo)

ApplyCharging:



e Duracién (segundos, 1-864000) - Duracién maxima de la llamada antes de
la accidn

e Liberar en Tiempo de Espera (booleano) - Si se debe liberar la llamada
cuando expira la duracién

Opciones Avanzadas

Direccionamiento SCCP:

GT de Parte Llamada (Titulo Global)

GT de Parte Llamante

SSN Llamado (por defecto 146 = gsmSSF)
SSN Llamante (por defecto 146)

Cédigos de Punto M3UA:

* OPC (Codigo de Punto de Origen, por defecto 5013)
e DPC (Cédigo de Punto de Destino, por defecto 5011)

Registro en JSON

Todos los mensajes CAMEL ahora se registran en formato JSON en el registro de
eventos con:

» Direcciodn: entrante/saliente

* Accion TCAP: Iniciar/Continuar/Finalizar/Abortar

e Operacion CAP: por ejemplo, "CAP:initialDP", "CAP:connect"

» Direccionamiento SCCP: Informacién de Parte Llamada/Llamante
» TIDs: OTID/DTID para correlacién

e Mensaje Completo: PDU CAP codificado en JSON



Ejemplo de Entrada de Registro

{
"map_event": "CAP:initialDP",
"direction": "outgoing",
“tcap action": "Begin",
"otid": "A1B2C3D4",
"sccp _called": {
"SSN": 146,
"GlobalTitle": {
"Digits": "55512341234",
"NumberingPlan": "isdn_ tele",
"NatureOfAddress Indicator": "international"
¥
|
"event message": "{ ... full CAP PDU ... }"
¥

Historial de Solicitudes

La interfaz de usuario muestra las Ultimas 20 solicitudes con:

e Marca de tiempo

Tipo de solicitud (con insignia codificada por colores)

OTID (primeros 8 caracteres hexadecimales)

Estado (enviado/error)

Tamano del mensaje en bytes

Seguimiento de Sesiones

Panel de Informacion de Sesion Actual:

e Muestra OTID activo
» Muestra el tamafo del Ultimo byte de solicitud

¢ Visible solo cuando la sesidn estd activa



Flujo de Trabajo de Pruebas

1. Iniciar Nueva Llamada:

o Enviar InitialDP - Obtener OTID

o El sistema crea sesién

2. Controlar Llamada:

o Enviar RequestReportBCSMEvent — Solicitar notificaciones

o Enviar ApplyCharging — Establecer limite de duracién de la llamada
(por ejemplo, 290 segundos)

o Enviar Connect —» Enrutar al destino
o O ENVIAR ReleaseCall - Terminar

3. Ver Resultados:

o Revisar historial de solicitudes
o Monitorear pagina de Sesiones CAMEL

o Revisar registros de eventos con prefijo "CAP:"

ApplyCharging - Control de
Duracion de Llamada

Descripcion General

La operacién ApplyCharging permite establecer una duracién maxima de
llamada y, opcionalmente, liberar la llamada cuando esa duracién expira. Esto
se utiliza tipicamente para escenarios de carga prepaga o para hacer cumplir
limites de tiempo en las llamadas.

Casos de Uso

» Carga Prepaga: Limitar la duracién de la llamada segun el saldo del
suscriptor



* Facturacion Basada en Tiempo: Hacer cumplir intervalos de carga
periddicos

* Gestion de Recursos: Prevenir que las llamadas se ejecuten
indefinidamente

» Integraciéon OCS: Coordinar con Sistemas de Carga en Linea para control
de crédito en tiempo real

Parametros
Duracion (maxCallPeriodDuration)

e Tipo: Entero (1-864000 segundos)

» Descripcion: NUmero maximo de segundos que la llamada puede
ejecutarse antes de que expire el temporizador

* Ejemplos:
o 60 =1 minuto
o 290 = 4 minutos 50 segundos (valor de prueba comun)
o 3600 =1 hora
o 86400 = 24 horas

Liberar en Tiempo de Espera (releaselfDurationExceeded)

e Tipo: Booleano (true/false)
e Predeterminado: true

* Descripcion: Lo que sucede cuando expira la duracién:
o true: Liberar/desconectar automaticamente la llamada

o false: Enviar notificacidn pero mantener la llamada activa (permite
gue gsmSCF tome accién)

Estructura del Mensaje
El mensaje ApplyCharging se codifica como un TCAP Continue con:

 TCAP: Mensaje de Continuar (utiliza la transaccién existente)
e Opcode: 35 (applyCharging)

 Parametros: ApplyChargingArg que contiene:



o aChBillingChargingCharacteristics: Informacion de carga basada en
tiempo

* timeDurationCharging: Duracion maxima y bandera de liberacion

o partyToCharge: Qué parte es cargada (predeterminado:
sendingSidelD)

Ejemplo de Uso
Escenario: Llamada prepaga con limite de 5 minutos

1. Enviar InitialDP para iniciar el monitoreo de la llamada

Clave de Servicio: 100
Llamante: 447700900123
Llamado: 447700900456
- OTID: A1B2C3D4

2. Enviar ApplyCharging para establecer limite de 5 minutos

Duracién: 300 (segundos)
Liberar en Tiempo de Espera: true
- Utiliza OTID: A1B2C3D4

3. Enviar Connect para completar la llamada

Destino: 447700900456
- Utiliza OTID: A1B2C3D4

4. Después de 5 minutos (300 segundos):

o Llamada liberada automaticamente por la red

o gsmSCF recibe notificacion de desconexién

Mejores Practicas

1. Siempre enviar ApplyCharging ANTES de Connect



o Asegura que la carga esté activa cuando se conecta la llamada

o Previene segmentos de llamada sin carga

2. Usar con RequestReportBCSMEvent

o Solicitar eventos oAnswer y oDisconnect
o Permite el seguimiento de la duracién real de la llamada

o Permite la reaplicacion de carga si es necesario
3. Establecer duraciones razonables

o Demasiado corto: Operaciones de carga frecuentes, mala experiencia
del usuario
o Demasiado largo: Riesgo de pérdida de ingresos en llamadas prepago

o Tipico: 60-300 segundos para prepago, mas largo para postpago
4. Manejar el tiempo de espera de manera adecuada

o Si release=false, estar preparado para manejar notificaciones de
expiraciéon del temporizador
o Implementar légica para extender la duracion o liberar la Ilamada

Manejo de Errores

Problemas comunes:

* No hay OTID activo: Debe enviar InitialDP primero

e Duracion invalida: Debe ser de 1-864000 segundos

e Soporte de red: Algunas implementaciones de SSF pueden no soportar
ApplyCharging

* Precision del temporizador: La resolucién del temporizador de la red es
tipicamente de 1 segundo, pero puede variar

Monitoreo
Rastrear operaciones ApplyCharging a través de:

e Historial de Solicitudes: Muestra solicitudes ApplyCharging enviadas



e Registro de Eventos: Buscar "CAP:applyCharging"
e Sesiones CAMEL: Monitorear sesiones activas con carga aplicada

» Rastreo TCAP: Depurar problemas de codificacién/decodificacion

Detalles de Implementacion

Gestion de Estado

LiveView asigna el estado del formulario de seguimiento

OTID almacenado en los sockets asigna

Historial de solicitudes limitado a 20 entradas

Auto-refresco desactivado (solo envio manual)

Generacion de Solicitudes

Utiliza el médulo existente CapRequestGenerator

Construye las estructuras TCAP/CAP adecuadas

Codifica con el codec :TCAPMessages

Envuelve en SCCP a través de CapClient.sccp m3ua maker/2

Mecanismo de Envio

e Envia a través de M3UA a :camelgw client asp
e Utiliza el contexto de enrutamiento 1

» Encapsulacién automatica SCCP/M3UA

Manejo de Errores

e Validacién de formularios con retroalimentacion al usuario
e Manejo adecuado de OTID faltante
e Errores de andlisis mostrados en la interfaz de usuario

» Fallos de codificacién registrados



Mejoras Futuras

Adiciones potenciales:

0 N o U A WN

. Plantillas/presets de solicitud

. Correlacién y visualizacién de respuestas
. Visualizacién del flujo de llamadas

. Detalle de sesién en profundidad

. Exportar historial de solicitudes

. Pruebas de carga (solicitudes masivas)

. Exportacion PCAP de mensajes generados

. Validacién de parametros CAP

Notas de Integracion

Compatible con el registro MAP existente (paklog)

Comparte la base de datos de registro de eventos con eventos MAP
Utiliza la misma infraestructura SCCP/M3UA

Funciona con CAMELSessionsLive para monitoreo

Se integra con el enrutamiento M3UA existente

Archivos Modificados

config/runtime.exs - ACTUALIZADO

Dependencias

Generador de Solicitudes CapRequestGenerator existente
CapClient para envio M3UA

M3UA.Server para transmision de paquetes

EventLog para registro de mensajes

Marco Phoenix LiveView



e Panel de Control para infraestructura de Ul



Guia de Configuracion
del Gateway CAMEL

Descripcion general

El modo Gateway CAMEL (CAMELGW) transforma OmniSS7 en una
plataforma de Red Inteligente (IN) que proporciona control de Ilamadas en
tiempo real y servicios de facturacién utilizando el protocolo CAMEL Application

Part (CAP).

¢Qué es CAMEL?

CAMEL (Aplicaciones Personalizadas para Légica Mejorada de Redes Moviles)
es un conjunto de estandares diseflados para funcionar en una red central GSM
0 en una red UMTS. Permite a los operadores proporcionar servicios que
requieren control en tiempo real de las llamadas, tales como:



 Llamadas prepagadas - Verificacion y facturacion de saldo en tiempo real

» Servicios de tarifa premium - Facturacién especial para servicios de
valor anadido

e Control de enrutamiento de llamadas - Enrutamiento dindmico de
destinos basado en tiempo/ubicacién

» Redes privadas virtuales - Planes de numeracién corporativa

e Filtrado de llamadas - Permitir/bloquear Ilamadas segun criterios

Versiones del Protocolo CAP

OmniSS7 CAMELGW soporta multiples versiones de CAP:

Version Fase Caracteristicas
Fase CAMEL Control basico de llamadas, operaciones
CAP v1 o
limitadas
Fase CAMEL
CAP v2 5 Operaciones mejoradas, soporte para SMS
Fase CAMEL . -
CAP v3 3 Soporte para GPRS, operaciones adicionales
Fase CAMEL . : ,
CAP v4 ; Caracteristicas avanzadas, soporte multimedia

Predeterminado: CAP v2 (el mas ampliamente desplegado)
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Ejemplo de Flujo de Llamadas

MSC/VLR (gsmSSF) CAMELGW (gsmSCF) OCSs
Configuracién de Llamada - InitialDP
InitialDP(IMSI, A-num, B-num, ServiceKey)
InitiateSession
MaxUsage: 30s
RequestReportBCSMEvent + Continue
Respuesta de Llamada
EventReportBCSM(oAnswer)

UpdateSession(Usage: 0s)

MaxUsage: 30s
Continue
Llamada en Progreso (30s después)

UpdateSession(Usage: 30s)

MaxUsage: 30s
Terminacién de Llamada
EventReportBCSM(oDisconnect)
TerminateSession(Usage: 125s)
CDR Generado, Costo: $2.50
ReleaseCall
MSC/VLR (gsmSSF) CAMELGW (gsmSCF) 0Cs

Configuracion

Requisitos Previos

e OmniSS7 instalado y en funcionamiento
e Conectividad M3UA a MSC/GMSC (gsmSSF)



e Sistema de Facturacién en Linea (OCS) con endpoint API (opcional, para
facturacion en tiempo real)

Habilitar Modo Gateway CAMEL

Edita config/runtime.exs y configura la seccién del Gateway CAMEL:



config :omniss7,
# Flags de modo - Habilitar caracteristicas CAP/CAMEL
cap client enabled: true,
camelgw mode enabled: true,

# Deshabilitar otros modos
map_client enabled: false,
hlr mode enabled: false,
smsc_mode enabled: false,

# Configuracién de Versién CAP/CAMEL

# Determina qué versidn de CAP usar para solicitudes salientes y
dialogo

# Opciones: :vl, :v2, :v3, :v4

cap _version: :v2,

# Integracién OCS (para facturacién en tiempo real)

ocs _enabled: true,

ocs url: "http://your-ocs-server/api/charging",

ocs timeout: 5000, # milisegundos

ocs auth token: "your-api-token" # Opcional, si OCS requiere
autenticacion

# Configuracién de Conexién M3UA para CAMEL
# Conectar como ASP (Proceso de Servidor de Aplicaciones) para
operaciones CAP
cap_client m3ua: %{
mode: "ASP",
callback: {CapClient, :handle payload, []},
process name: :camelgw client asp,

# Endpoint local (sistema CAMELGW)
local ip: {10, 179, 4, 13},
local port: 2905,

# Endpoint remoto (MSC/GMSC - gsmSSF)
remote ip: {10, 179, 4, 10},
remote port: 2905,

# Parametros M3UA
routing context: 1,
network appearance: O,



asp_identifier: 13

}

Configurar Paginas de Interfaz Web

La Interfaz Web incluye paginas especializadas para operaciones CAMEL:

config :control panel,
use additional pages: [
{SS7.Web.EventsLive, "/events", "Eventos SS7"},
{SS7 .Web.TestClientLive, "/client", "Cliente SS7"},
{SS7.Web.M3UAStatusLive, "/m3ua", "M3UA"},
{SS7.Web.CAMELSessionsLive, "/camel sessions", "Sesiones
CAP"},
{SS7 .Web.CAMELRequestLive, "/camel request", "Solicitudes
CAP"}
1
page order: ["/events", "/client", "/m3ua", "/camel sessions",
"/camel request", "/application", "/configuration"]



Operaciones CAP Soportadas

Operaciones Entrantes (de gsmSSF -» gsmSCF)

Operacion

InitialDP

EventReportBCSM

ApplyChargingReport

AssistRequestinstructions

Opcode

71

16

Descripcion

Punto de
Deteccidn
Inicial -
notificacion
de
configuracién
de llamada

Evento del
Modelo de
Estado de
Llamada
basico
(respuesta,
desconexion,
etc.)

Informe de
facturacién
de gsmSSF

Solicitud de
asistencia de
gsmSRF

handle initial

handle event rej

handle apply chi

handle assist ri



Operaciones Salientes (de gsmSCF -» gsmSSF)

Operacion

Connect

Continue

ReleaseCall

RequestReportBCSMEvent

ApplyCharging

Opcode

20

31

22

23

35

Descripcion

Conectar
lamada al
nuimero de
destino

Continuar el
procesamiento
de la llamada
sin modificacién

Liberar/terminar
la llamada

Solicitar
notificacién de
eventos de
lamada

Aplicar
facturacién a la
[lamada

CapRequestGer

CapRequestGer

CapRequestGer

CapRequestGer

CapRequestGer

Caracteristicas de la Interfaz Web

Pagina de Sesiones CAMEL

URL: http://localhost/camel sessions

Monitoreo en tiempo real de sesiones de llamadas CAMEL activas:

Caracteristicas:



e Lista de sesiones en vivo - Se actualiza automaticamente cada 2
segundos

o Detalles de la sesion - OTID, ID de llamada, Estado, Duracion

* Version CAP - Muestra la version del protocolo (CAP v1/v2/v3/v4)
detectada desde InitialDP

e Informacidon de llamada - IMSI, NiUmero A, Numero B, Clave de Servicio
e Seguimiento de estado - Iniciada, Respondida, Terminada

 Temporizador de duracion - Muestra la duracién de la llamada en tiempo
real

Columnas de la tabla:

e |ID de llamada, Estado, Version, IMSI, NUmero de Llamada, NUmero
Llamado, Clave de Servicio, Duracidén, Hora de Inicio, OTID

Estados de la Sesion:

e [] Iniciada - InitialDP recibido, esperando respuesta
* [J Respondida - Llamada respondida, facturacién en progreso

e [] Terminada - Llamada finalizada, CDR generado

Deteccion de Version CAP: El sistema detecta automaticamente la versién
del protocolo CAP desde la parte del didlogo de InitialDP y la muestra en la
columna de Versién. Esto ayuda a identificar qué versién de CAP esta utilizando
cada MSC.

Constructor de Solicitudes CAMEL

URL: http://localhost/camel request

Herramienta interactiva para construir y enviar solicitudes CAP:
Caracteristicas:

e Selector de tipo de solicitud - InitialDP, Connect, ReleaseCall, etc.

» Campos de formulario dindmicos - Se adapta al tipo de solicitud
seleccionado

* Opciones SCCP/M3UA - Configuraciéon avanzada de direccionamiento



 Historial de solicitudes - Ultimas 20 solicitudes con estado
* Seguimiento de sesidn - Mantiene OTID para solicitudes de seguimiento

* Retroalimentacion en tiempo real - Mensajes de éxito/error
Tipos de Solicitudes:
1. InitialDP - Iniciar nueva sesién de llamada

o Clave de Servicio (entero)
o NUumero de Llamada (A-party)

o NUmero de Llamada (B-party)

2. Connect - Enrutar llamada al destino

o NUmero de Destino
3. ReleaseCall - Terminar llamada

o Cddigo de Causa (16=Normal, 17=0cupado, 31=No Especificado)
4. RequestReportBCSMEvent - Solicitar notificaciones de eventos

o Eventos: oAnswer, oDisconnect, tAnswer, tDisconnect

5. Continue - Continuar llamada sin modificacidon

o No se requieren parametros

6. ApplyCharging - Aplicar limites de duracién de llamada

o Duracién (segundos, 1-864000)
o Liberar en Tiempo de Espera (booleano)

o Ver para uso detallado

Opciones SCCP Avanzadas:

Titulo Global de la Parte Llamada

Titulo Global de la Parte Llamante
SSN Llamado (predeterminado: 146 = gsmSSF)
SSN Llamante (predeterminado: 146)



Opciones M3UA:

e OPC (Cddigo de Punto de Origen, predeterminado: 5013)
e DPC (Cédigo de Punto de Destino, predeterminado: 5011)

Integraciéon con OCS

Ciclo de Vida de la Llamada con Facturacion

1. Inicio de Llamada (InitialDP)

Cuando MSC envia InitialDP, CAMELGW:

1. Detecta la version CAP - Examina la parte del didalogo para identificar
CAP v1/v2/v3/v4

. Decodifica el mensaje CAP - Extrae IMSI, nUmeros de llamada
. Llama a OCS - APl InitiateSession
. Recibe autorizacion - MaxUsage (por ejemplo, 30 segundos)

. Almacena la sesidn - En SessionStore (tabla ETS) con version CAP

o U A W N

. Responde a MSC - RequestReportBCSMEvent + Continue (usando la
misma version CAP)

Ejemplo:



# Datos decodificados de InitialDP

{

imsi: "310150123456789",
calling party number: "14155551234",
called party number: "14155556789",
service key: 1,

msc_address: "19216800123",

cap version: :v2 # Detectado del dialogo

o°

# Respuesta de 0CS
10k, %{max usage: 30}} # 30 segundos autorizados

-

HH*

Entrada en SessionStore

o°
-~

call id: "CAMEL-4B000173",

initial dp data: %{...},

cap _version: :v2, # Almacenado para generacién de respuestas
start time: 1730246400,

state: :initiated

2. Respuesta de Llamada (EventReportBCSM - oAnswer)

Cuando la llamada es respondida:

1. Recibe el evento oAnswer - Desde MSC

2. Actualiza OCS - UpdateSession con uso=0

3. Inicia bucle de débito - OCS comienza a facturar

4. Actualiza el estado de la sesidn - :answered en SessionStore

5. Continua la llamada - Envia Continue a MSC

3. Actualizaciones Periodicas (Opcional)

Para llamadas largas, solicitar crédito adicional:

# Cada 30 segundos
0CS.Client.update session(call id, %{}, current usage)



Si MaxUsage devuelve 0, el suscriptor no tiene crédito —» Envia ReleaseCall

4. Terminacion de Llamada (EventReportBCSM - oDisconnect)

Cuando la llamada finaliza:

. Recibe el evento oDisconnect - Desde MSC

. Calcula la duracidn total - Desde el tiempo de inicio de la sesidn
. Termina la sesion OCS - APl TerminateSession

. CDR generado - Por OCS con costo final

. Limpia la sesion - Elimina de SessionStore

o U~ W N

. Envia ReleaseCall - Confirma la terminacién a MSC

Analisis de CDR

Los CDR son generados por tu OCS e incluyen tipicamente:
Campos CDR de CAMEL:

e Account - IMSI o nUmero de llamada

e Destination - NUumero de la parte llamada

* 0riginID - Identificador Unico de llamada (CAMEL-OTID)
* Usage - Duracién total de la llamada (segundos)

e Cost - Costo calculado

e IMSI - IMSI del suscriptor

e CallingPartyNumber - Parte A

e CalledPartyNumber - Parte B

* MSCAddress - Cédigo de punto del MSC que sirve

e ServiceKey - Clave de servicio CAMEL



Pruebas

Pruebas Manuales con Constructor de
Solicitudes

1. Navegar al Constructor de Solicitudes:
http://localhost/camel request

2. Enviar InitialDP:

o Seleccionar "InitialDP" del menu desplegable
o Clave de Servicio: 100

o Numero de Llamada: 14155551234

o NUmero Llamado: 14155556789

o Hacer clic en "Enviar Solicitud InitialDP"

o Anotar el OTID generado

3. Monitorear Sesion:

o Abrir nueva pestafia: http://localhost/camel sessions

o Ver sesion activa con estado "Iniciada"

4. Simular Respuesta de Llamada:

o Volver al Constructor de Solicitudes

o Seleccionar "EventReportBCSM"

o Tipo de Evento: oAnswer

o Hacer clic en "Enviar Solicitud EventReportBCSM"

o El estado de la sesién cambia a "Respondida"

5. Finalizar Llamada:

o Seleccionar "ReleaseCall"
o Cédigo de Causa: 16 (Normal)

o Hacer clic en "Enviar Solicitud ReleaseCall"



o El estado de la sesién cambia a "Terminada"

Pruebas con MSC Real

Configurar Servicio CAMEL en MSC

En tu MSC/VLR, configura el servicio CAMEL:

# Ejemplo de configuracién de MSC Huawei
ADD CAMELSERVICE:
SERVICEID=1,
SERVICEKEY=100,
GSMSCFADDR="55512341234", # Titulo Global CAMELGW
DEFAULTCALLHANDLING=CONTINUE;

ADD CAMELSUBSCRIBER:
IMSI="310150123456789",

SERVICEID=1,
TRIGGERTYPE=TERMCALL;

Monitorear Registros

Observa los registros de CAMELGW para mensajes CAP entrantes:

# Ver registros en tiempo real
tail -f /var/log/omniss7/omniss7.log

# Filtrar eventos CAP
grep "CAP:" /var/log/omniss7/omniss7.log

# Ver registro de eventos (formato JSON)

curl http://localhost/api/events | jg '.[] | select(.map event |
startswith("CAP:"))"

Pruebas de Carga

Usa el Constructor de Solicitudes en un bucle para pruebas de carga:



# Enviar 100 solicitudes InitialDP
for i in {1..100}; do
curl -X POST http://localhost/api/camel/initial dp \
-H "Content-Type: application/json" \
-d '{
"service key": 100,
“calling number": "1415555"'$i'",
"called number": "14155556789"
}
sleep 0.1
done

Monitoreo y Operaciones

Métricas de Prometheus
CAMELGW expone métricas en http://localhost:8080/metrics:
Métricas especificas de CAP:

e cap _requests total{operation} - Total de solicitudes CAP por tipo de
operacién (por ejemplo, initialDP, requestReportBCSMEvent)

Métricas adicionales de MAP/API:

* map requests total{operation} - Total de solicitudes MAP por tipo de
operacion

e map request duration milliseconds{operation} - Histograma de
duracién de solicitudes

* map_pending requests - NUmero de transacciones MAP pendientes
Métricas STP de M3UA (si el modo STP esta habilitado):

e m3ua stp messages received total{peer name,point code} - Mensajes
recibidos de pares



* m3ua stp messages sent total{peer name,point code} - Mensajes
enviados a pares
* m3ua stp routing failures total{reason} - Fallos de enrutamiento por

razon

Ejemplos de consultas:

# Solicitudes CAP
curl http://localhost:8080/metrics | grep cap requests total

# Total de InitialDP recibidos
curl http://localhost:8080/metrics | grep

‘cap_requests total{operation="initialDP"}'

# Solicitudes MAP pendientes
curl http://localhost:8080/metrics | grep map pending requests

Verificaciones de Salud

# Verificar conectividad M3UA
curl http://localhost/api/m3ua-status

# Verificar conectividad 0CS
curl http://localhost/api/ocs-status

# Verificar sesiones activas
curl http://localhost/api/camel/sessions/count

Configuracion de Registros

Ajusta el nivel de registro en config/runtime.exs:



config :logger,
level: :info # Opciones: :debug, :info, :warning, :error

# Habilitar registro de depuracién CAP

config :logger, :console,
metadata: [:cap operation, :otid, :call id]

Solucion de Problemas

Problema: No se reciben mensajes CAP

Sintomas: El Constructor de Solicitudes funciona, pero MSC no envia InitialDP

Verificar:

1. Estado del enlace M3UA: curl http://localhost/api/m3ua-status

2. Configuracién del servicio CAMEL en MSC (Clave de Servicio, direccién
gsmSCF)

3. Enrutamiento SCCP (el Titulo Global debe enrutar a CAMELGW)

4. Reglas de firewall (permitir el puerto SCTP 2905)

Solucion:

# Verificar conectividad M3UA
tcpdump -i eth0® sctp

# Comprobar si MSC puede alcanzar CAMELGW
ss -tuln | grep 2905

Problema: Errores en OCS
Sintomas: Errores de INSUFFICIENT CREDIT o de tiempo de espera

Verificar:



1. OCS es accesible: curl http://your-ocs-server/api/health
2. La cuenta tiene saldo en OCS

3. Plan de calificacién configurado en OCS

4. Conectividad de red con OCS

5. El token de autenticacidon es valido (si es necesario)

Solucion:

Verificar la configuraciéon de la URL de OCS en runtime.exs

Comprobar los registros de OCS en busca de errores

Probar la APl de OCS manualmente con curl

Verificar que las reglas del firewall permitan la conectividad

Problema: Sesidon no encontrada
Sintomas: EventReportBCSM falla con "Sesidn no encontrada"
Causa: Desajuste de OTID o sesidon expirada

Solucion:

1. Verificar OTID en los registros

2. Comprobar el tiempo de espera de la sesién (predeterminado: sin
expiracion)

3. Asegurarse de que DTID coincida con OTID en los mensajes Continue/End

# Comprobar sesiones activas
iex> CAMELGW.SessionStore.list sessions()

Problema: Errores de decodificacion
Sintomas: Failed to decode InitialDP en los registros
Causa: Desajuste de versién CAP o mensaje mal formado

Solucion:



1. Verificar que la configuracion de la version CAP coincida con MSC
2. Verificar que la codificacién ASN.1 sea correcta

3. Capturar PCAP y analizar con Wireshark

# Capturar mensajes CAP
tcpdump -1 ethO® -w cap trace.pcap sctp port 2905

# Analizar con Wireshark (filtro: m3ua)
wireshark cap trace.pcap

Configuracion Avanzada

Multiples Versiones CAP

Soporte para diferentes versiones CAP por clave de servicio:

config :omniss7,
cap_version map: %{
100 => :v2, # La Clave de Servicio 100 utiliza CAP v2
200 => :v3, # La Clave de Servicio 200 utiliza CAP v3
300 => :v4 # La Clave de Servicio 300 utiliza CAP v4

}

cap _version: :v2 # Predeterminado

Resumen

El modo Gateway CAMEL permite gue OmniSS7 funcione como una plataforma
completa de Red Inteligente con:

[] Soporte completo del protocolo CAP (v1/v2/v3/v4)

[] Facturacion en tiempo real a través de la integracién OCS

[] Operaciones de control de llamadas (Connect, Release, Continue)
[] Gestion de sesiones con almacenamiento ETS



[] Pruebas interactivas a través del Constructor de Solicitudes de la Interfaz
Web

[] Monitoreo en vivo de sesiones de llamadas activas

[l Generacion de CDR para facturacién y analisis

[ Rendimiento y fiabilidad listos para produccién

Para informacidén adicional:

Producto: Gateway CAMEL OmniSS7
Version de Documentacion: 1.0
Ultima Actualizaciéon: 2025-10-26



Guia de Caracteristicas
Comunes

Esta guia cubre caracteristicas comunes a todos los modos de operacién de
OmniSS7.

Tabla de Contenidos

LA S

Descripcion General de la Interfaz
Web

La Interfaz Web es accesible a través de la direccidon de su servidor web
configurado.



Navegacion Principal

» Eventos - Eventos de sefalizacion SS7 en tiempo real y registros de
mensajes

» Aplicacion - Estado de la aplicacion e informacion de tiempo de ejecucién
» Configuracion - Visor de configuraciéon del sistema

e Estado M3UA - Conexiones de pares M3UA (modo STP)

e Cola de SMS - Mensajes SMS salientes (modo SMSc)

Accediendo a la Interfaz Web

1. Abra su navegador web

2. Navegue a la direccién del hostname configurado (por ejemplo,
http://localhost)

3. Vea el panel de estado del sistema

Documentacion de la APl Swagger

Documentacidén interactiva de la API:



http://your-server/swagger

Configuracion de la Interfaz Web

Configure en config/runtime.exs:

config :control panel,
# Orden de las paginas en el menu de navegacion
page order: ["/events", "/application", "/configuration"],

# Configuracién del servidor web

web: %{
listen ip: "0.0.0.0", # IP para enlazar (0.0.0.0 para todas
las interfaces)
port: 80, # Puerto HTTP (443 para HTTPS)
hostname: "localhost", # Nombre del servidor para la
generacién de URL
enable tls: false, # Establecer en true para habilitar
HTTPS
tls cert: "cert.pem", # Ruta al archivo del certificado TLS
tls key: "key.pem" # Ruta al archivo de la clave privada
TLS
}

Parametros de Configuracion:



Parametro

page order

listen ip

port

hostname

enable tls

tls cert

tls key

Tipo

Lista

Cadena

Entero

Cadena

Booleano

Cadena

Cadena

Predeterminado

["/events",
"/application",
"/configuration"]

"0.0.0.0"

80

"localhost"

false

“cert.pem"”

“"key.pem"

Configuracion del Registrador

Configure el nivel de registro en config/runtime.exs:

config :logger,
level: :debug # Opciones: :debug, :info,

Niveles de Registro:

Descripcion

Orden de las
paginas en el menu
de navegacion

Direccién IP para
enlazar el servidor
web

Puerto HTTP (usar
443 para HTTPS)

Nombre del servidor
para la generacion
de URL

Habilitar HTTPS con
TLS

Ruta al certificado
TLS (cuando TLS
estd habilitado)

Ruta a la clave
privada TLS (cuando
TLS estd habilitado)

:warning, :error



e :debug - Informacién detallada de depuracién
e :info - Mensajes informativos generales
e :warning - Mensajes de advertencia sobre problemas potenciales

e :error - Mensajes de error solamente

Documentacion de la API

URL Base de la API

http://your-server/api

Cddigos de Respuesta

e 200 - Exito
e 400 - Solicitud Incorrecta

e 504 - Tiempo de Espera de la Puerta de Enlace
Especificacion OpenAPI

http://your-server/swagger.json

Monitoreo y Métricas

Endpoint de Métricas de Prometheus

http://your-server/metrics



Categorias Clave de Métricas
Métricas M3UA/SCTP:

e Cambios en el estado de asociacién SCTP
e Transiciones de estado de ASP M3UA

e Unidades de datos de protocolo enviadas/recibidas

Métricas M2PA:

¢ Transiciones de estado del enlace (DOWN - ALIGNMENT - PROVING -
READY)

e Mensajes y bytes enviados/recibidos por enlace

» Errores especificos del enlace (decodificar, codificar, SCTP)
Métricas STP:

e Mensajes recibidos/enviados por par
» Fallos de enrutamiento por razén

e Distribucién del trafico entre pares
Métricas del Cliente MAP:

» Solicitudes MAP por tipo de operacién
* Histogramas de duracién de solicitudes

* Medida de transacciones pendientes

Métricas CAP:

e Solicitudes CAP por tipo de operacidon

e Operaciones de puerta de enlace CAMEL
Métricas SMSc:

¢ Profundidad de la cola
e Tasas de entrega

e Mensajes fallidos



Integracion con Grafana

Las métricas de OmniSS7 son compatibles con Prometheus y Grafana.

Mejores Practicas

Recomendaciones de Seguridad
1. Aislamiento de Red

o Desplegar en VLAN dedicada
o Reglas de firewall para restringir el acceso

o Permitir SCTP solo desde direcciones conocidas

2. Seguridad de la Interfaz Web

o Habilitar TLS para produccién
o Usar proxy inverso con autenticacion

o Restringir a IPs de gestion

3. Seguridad de la API

o Implementar limitacién de tasa
o Usar claves de APl o OAuth

o Registrar todas las solicitudes para auditoria
Ajuste de Rendimiento

1. Limites de TPS

o Configurar TPS apropiados
o Monitorear la carga del sistema
o Ajustar los buffers SCTP

2. Optimizacion de Base de Datos



o Agregar indices
o Archivar mensajes antiguos

o Monitorear el grupo de conexiones

3. Ajuste de M3UA

o Ajustar los intervalos de latido SCTP
o Configurar valores de tiempo de espera

o Usar multiples enlaces para redundancia

Multihoming SCTP para
Redundancia de Red

:Qué es el Multihoming SCTP?

El Multihoming SCTP es una caracteristica integrada del protocolo SCTP que
permite que una Unica conexion M3UA se enlace a multiples direcciones IP en
la misma interfaz de red o a través de diferentes interfaces de red. Esto
proporciona conmutacién por error automatica y redundancia en la capa de
transporte.

Beneficios Clave:

e« Conmutacion por Error Automatica: Si un camino de red falla, SCTP
cambia automaticamente a un camino alternativo sin interrumpir la
conexién

e Conmutacion por Error Sin Configuracion: No se necesita ldgica a nivel
de aplicacién - SCTP maneja la supervisién de caminos y la conmutacion
por error

 Mayor Fiabilidad: Sobrevive a fallos de red, fallos de conmutadores o
fallos de NIC

» Balanceo de Carga: SCTP puede distribuir el tréfico a través de multiples
caminos (dependiente de la implementacion)



Como Funciona
Cuando configura multiples direcciones IP para una conexién M3UA, SCTP:

1. Se Enlaza a todas las IPs: El socket se enlaza a todas las direcciones IP
configuradas simultaneamente

2. Supervisa los caminos: SCTP envia continuamente paquetes de latido en
todos los caminos para monitorear su salud

3. Detecta fallos: Si los latidos fallan en el camino primario, SCTP lo marca
como inalcanzable

4. Conmutacion por error automatica: El trafico cambia inmediatamente a
un camino de respaldo sin intervenciéon de la aplicacién

5. Recuperacion de caminos: Cuando el camino fallido se recupera, SCTP lo
detecta y lo marca como disponible nuevamente

Configuracion

El multihoming SCTP se configura proporcionando una lista de direcciones IP
en lugar de una Unica tupla IP.

IP Unica (Tradicional)

# IP Gnica - sin multihoming
local ip: {10, 179, 4, 10}

Miltiples IPs (Multihoming Habilitado)

# Mdltiples IPs - multihoming habilitado

# La primera IP es primaria, las IPs subsiguientes son caminos de
respaldo

local ip: [{10, 179, 4, 10}, {10, 179, 4, 11}]

Ejemplos de Configuracion

Ejemplo 1: Par STP con Multihoming



# Configuracidn de par en modo STP
config :omniss7,
m3ua peers: [
%{

peer id: 1,
name: "Partner STP Redundant",
role: :client,
# Multihoming: enlazar a dos IPs locales para redundancia
local ip: [{213, 57, 23, 200}, {213, 57, 23, 201}],
local port: 0,
# EL par remoto también soporta multihoming
remote ip: [{213, 57, 23, 100}, {213, 57, 23, 101}],
remote port: 2905,
routing context: 1,
point code: 100,
network indicator: :international

Ejemplo 2: Cliente MAP con Multihoming

# Modo cliente MAP con multihoming
config :omniss7,
map_client enabled: true,
map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, [1},
process name: :hlr client asp,
# Multihoming: dos IPs locales para conmutacidén por error
local ip: [{10, 0, O, 100}, {10, O, O, 101}1,
local port: 2905,
# STP remoto con soporte de multihoming
remote ip: [{10, O, O, 1}, {10, 0, O, 2}],
remote port: 2905,
routing context: 1

Ejemplo 3: Escuchador STP con Multihoming



# Servidor STP independiente con multihoming
config :omniss7,
m3ua_stp: %{
enabled: true,
# Escuchar en maltiples IPs para conexiones entrantes
local ip: [{172, 16, O, 10}, {172, 16, 0, 11}],
local port: 2905,
point code: 100

Ejemplo 4: Configuracion Mixta (Compatible hacia Atras)

# Mezcla de pares de un solo y multihoming
config :omniss7,
m3ua_peers: [
# Par legado - IP Unica
%{
peer id: 1,
name: "Legacy STP",
role: :client,
local ip: {10, 0, 0, 1}, # Tupla de IP Unica
local port: 0,
remote ip: {10, 0, 0, 10},
remote port: 2905,
routing context: 1,
point code: 100
I
# Nuevo par - multihoming
{
peer id: 2,
name: "Redundant STP",
role: :client,
local ip: [{10, ©0, O, 2}, {10, 0, O, 3}], # Lista de IPs
local port: 0,
remote ip: [{10, O, O, 20}, {10, O, O, 21}],
remote port: 2905,
routing context: 2,
point code: 200

o°



Escenarios de Topologia de Red

Escenario 1: NICs Dobles (Despliegue Comtin)

Servidor OmniSS7 |

eth0: 10.0.0.100 — |
ethl: 10.0.0.101 —] |

| |

| |
——vY— —v—66—
| Switch A | | Switch B |

I—I—I I—I—I
| |
L |
T
|
A 4
STP Remoto
10.1.0.1
10.1.0.2

Configuracion:

local ip: [{10, ©0, O, 100}, {10, O, O, 101}] # Ambas NICs
remote ip: [{10, 1, 0, 1}, {10, 1, O, 2}] # Par remoto

Beneficios:

e Sobrevive a la falla de una NIC
e Sobrevive a la falla de un conmutador

e Conmutacién por error automatica en <1 segundo

Escenario 2: Multiples Subredes



|
Servidor OmniSS7 |

ethO: 192.168.1.1

0 —
ethl: 192.168.2.10 —]
|
|
| I I
| |
192.168.1.0/24 192.168.2.0/24
| |
| |
| A— Y1
| STP A | | STP B |
| .1.100 | | .2.100 |
I — | L |

Configuracion:

local ip: [{192, 168, 1, 10}, {192, 168, 2, 10}]
remote ip: [{192, 168, 1, 100}, {192, 168, 2, 100}]

Beneficios:

e Sobrevive a la falla de una subred
» Redundancia geografica posible

¢ Rutas de enrutamiento independientes

Monitoreo y Registro

Cuando el multihoming esta habilitado, vera mensajes de registro que indican
la configuracién:

Multihoming Exitoso

[info] Cliente SCTP multihoming: enlazadas 2 IPs locales
[info] Multihoming del escuchador STP habilitado: 2 IPs locales
enlazadas



Eventos de Conmutacion por Error de Caminos

[warning] [MULTIHOMING] El camino 10.0.0.100 es INALCANZABLE para
el par Partner STP (assoc id=1)

[info] [MULTIHOMING] El camino 10.0.0.101 es ahora PRIMARIO para
el par Partner STP (assoc id=1)

[info] [MULTIHOMING] El camino 10.0.0.100 es ahora DISPONIBLE para
el par Partner STP (assoc id=1)

Visualizacion en la Interfaz Web

La Interfaz Web muestra automaticamente la informaciéon de multihoming:
Pagina de Estado M3UA:

e IP Unica: Se muestra como 10.0.0.100
* Multiples IPs: Se muestra como 10.0.0.100 (+1) 0 10.0.0.100 (+2)

e Vista de detalles: Muestra todas las IPs con etiquetas de
primario/respaldo

Mejores Practicas

1. Diseno de Red

e Usar diferentes NICs para maxima redundancia
* Diferentes conmutadores para sobrevivir a fallos de conmutadores
* Diferentes subredes si es posible para diversidad de enrutamiento

* Mismo centro de datos inicialmente - probar antes de la separacién
geografica

2. Planificacion de Direcciones IP

* Primera IP es primaria - asegurarse de que esté en el camino mas
confiable

e El orden importa - listar las IPs en orden de preferencia

» Direccidn consistente - usar esquemas de direccionamiento similares
para la solucién de problemas



3. Pruebas de Conmutacién por Error

# Deshabilitar la interfaz primaria para probar la conmutacién por
error
sudo ip link set eth® down

# Monitorear registros para la conmutacién por error
tail -f /var/log/omniss7.log | grep MULTIHOMING

# Volver a habilitar la interfaz
sudo ip link set ethO up
4. Ambos Lados Deben Soportar Multihoming

« Optimo: Tanto local como remoto usan multiples IPs
e Aceptable: Solo un lado usa multihoming

¢ Nota: La redundancia es mejor cuando ambos extremos lo soportan

5. Configuracion del Firewall

# Permitir SCTP en todas las IPs de multihoming
iptables -A INPUT -p sctp --dport 2905 -s 10.0.0.0/24 -j ACCEPT
iptables -A INPUT -p sctp --dport 2905 -s 10.1.0.0/24 -j ACCEPT

Solucion de Problemas

Problema: Multihoming No Funciona

Sintomas: Solo se utiliza la IP primaria, sin conmutacién por error
Verificaciones:

1. Verifique el soporte de SCTP en Erlang: erl -eval 'gen sctp:open(9999,
[binary, {ip, {127,0,0,1}}]1)."

2. Verifique el médulo SCTP del kernel: 1smod | grep sctp

3. Cargue SCTP si es necesario: sudo modprobe sctp

4. Verifique que ambas IPs estén configuradas en el sistema: ip addr show



Problema: El Camino No Cambia

Sintomas: El camino primario marcado como inactivo pero el trafico no
cambia

Verificaciones:

1. Verifique la configuracién de latidos SCTP
2. Verifigue que la tabla de enrutamiento tenga rutas para todos los caminos
3. Verifique que el firewall permita SCTP en todas las IPs

4. Revise los registros de monitoreo de caminos SCTP

Problema: Fluctuaciones Frecuentes de Caminos

Sintomas: Los caminos cambian constantemente entre ARRIBA y ABAJO
Verificaciones:

1. Inestabilidad de red - verifique los enlaces fisicos
2. Latido SCTP demasiado agresivo - puede necesitar ajuste
3. Firewall que elimina los latidos SCTP

4. Problemas de MTU en un camino

Consideraciones de Rendimiento

» Sobrecarga minima: Los latidos SCTP son pequefos e infrecuentes

e Sin cambios en la aplicacidn: El multihoming es transparente para la
capa de aplicacién

« Conmutacion por error rapida: Tipicamente <1 segundo de detecciény
conmutacién por error

* Recuperacion automatica: No se necesita intervencion manual

Compatibilidad

« Compatible hacia atras: El formato de tupla de IP Unica sigue
funcionando

* Despliegues mixtos: Se puede mezclar pares de IP Unica y multiples IPs



* Todos los modos soportados: Funciona en modos STP, HLR, SMSc y
Cliente MAP
e Requisito de Erlang: Requiere Erlang con soporte SCTP compilado

Monitoreo y Alertas

Meétricas Clave:

e Estado de conexiéon M3UA
e Tasa de éxito de solicitudes MAP
e Tiempos de respuesta de la API

e Profundidad de la cola de mensajes
Umbrales de Alerta:

e M3UA inactivo > 1 minuto
e Tasa de tiempo de espera de MAP > 10%
e Profundidad de la cola > 1000

e Tasa de error de la APl > 5%

Referencia Completa de
Configuracion

Todos los Parametros de Configuracion

Esta seccién proporciona una referencia completa de todos los parametros de

configuracién disponibles en todos los modos de operacidn.

Configuracion del Registrador ( :logger)

config :logger,
level: :debug # :debug | :info | :warning | :error



Configuracion de la Interfaz Web ( :control_panel)

config :control panel,

page order: ["/events", "/application", "/configuration"],
web: %{

listen ip: "0.0.0.0",

port: 80,

hostname: "localhost",
enable tls: false,
tls cert: "cert.pem",
tls key: "key.pem"



Parametro

page order

web.

web.

web.

web.

web.

web.

listen ip

port

hostname

enable tls

tls cert

tls key

Tipo

Lista de
Cadenas

Cadena

Entero

Cadena

Booleano

Cadena

Cadena

Requerido

No

Si

Si

Si

No

Si TLS esta
habilitado

Si TLS esta
habilitado

Configuracion STP M3UA ( :omniss7)

Predeterminado

["/events",
"/application",
"/configuration"]

"0.0.0.0"

80

"localhost"

false

"cert.pem"

"key.pem"

Descript¢

Orden de
paginas ¢
menU de
navegaci

Direccior
para enle
el servidc
web

NUmero ¢
puerto
HTTP/HT

Nombre «
servidor

Habilitar
HTTPS

Ruta del
certificac
TLS

Ruta de |
clave
privada 1



config :omniss7,
m3ua_stp: %{
enabled: false,
local ip: {127, 0, 0, 1},
local port: 2905
b

enable gt routing: true,
m3ua_peers: [...],
m3ua_routes: [...],
m3ua gt routes: [...]

Parametro Tipo Requerido Predeterminado Des:

Habi
m3ua stp.enabled Booleano  Si false modi
inicie

IP pa
enla:
M3U.
entre

m3ua stp.local ip Tupla Si {127, 0, 0, 1}

. Puert
m3ua_stp.local port Entero Si 2905
para

Habi
enru
de Ti
Glob

enable gt routing Booleano No false

Parametros del Par M3UA:



Parametro

peer id

name

role

local ip

local port

remote ip

remote port

routing context

point code

network indicator

Tipo

Entero

Cadena

Atomo

Tupla o
Lista

Entero

Tupla o
Lista

Entero

Entero

Entero

Atomo

Parametros de Ruta M3UA:

Requerido

Si

Si

Si

Si :client

Si :client

Si

Si :client

Si

Si

No

Descripcion
Identificador Unico del par
Nombre descriptivo del par
:client 0 :server
IP(s) local(es) para enlazar.
Unica: {10, 0, 0, 1} o
Lista: [{10, 0, 0, 1},

{10, 0, 0, 2}]

Puerto local (0 para
dinamico)

IP(s) del par remoto. Unica:
{10, 0, 0, 10} o Lista:
[{106, 0, 0, 10}, {10, O,
0, 11}]

Puerto del par remoto

Contexto de enrutamiento
M3UA

Cdédigo de punto SS7

:international O

:national



Parametro Tipo Requerido Descripcion
dest pc Entero Si Codigo de punto de destino
peer id Entero Si Par a través del cual enrutar

P , Prioridad de la ruta (menor =
priority Entero  Si o
mayor prioridad)

S ] :international o
network indicator Atomo No

:national
Parametros de Ruta GT M3UA:
Parametro Tipo Requerido Descripcion
gt prefix Cadena Si Prefijo de Titulo Global a coincidir
peer id Entero Si Par de destino
priority Entero Si Prioridad de la ruta

— Descripcién de la ruta para
description Cadena No .
registro
Coincidir solo si el SSN de origen
source ssn Entero No —
- coincide

Reescribir el SSN de destino a este
dest ssn Entero No |
valor

Configuracion del Cliente MAP ( :omniss7)



config :omniss7,

map_client enabled: false,

map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, []},
process name: :map client asp,
local ip: {10, 0, 0, 100},
local port: 2905,
remote ip: {10, 0, 0, 1},
remote port: 2905,
routing context: 1



Parametro

map client enabled

map_client m3ua.mode

map client m3ua.callback

map client m3ua.process name

map client m3ua.local ip

map_client m3ua.local port

map client m3ua.remote ip

map client m3ua.remote port

map_client m3ua.routing context

Tipo

Booleano

Cadena

Tupla

Atomo

Tupla

Entero

Tupla

Entero

Entero

Requerido

Si

Si

Si

Si

Si

Si

Si

Si

Predetermi

false

IIASPII

{MapClient,
:handle pay
[1}

:map_client

2905

2905



Configuracion del Centro de SMS ( :omniss7)

config :omniss7,
auto flush enabled: false,
auto flush interval: 10 000,
auto flush dest smsc: nil,
auto flush tps: 10

Parametro Tipo
auto flush enabled Booleano
auto flush interval Entero

auto flush dest smsc  Cadena/nil

auto flush tps Entero

Requerido

No

No

No

No

Configuracion de la API HTTP ( :omniss7)

Predeterminado

false

10000

nil

10

D

va
au

Int
so
co
(rr

Fil
Sh

de
to

Mz

0]0)

El backend de SMS ahora utiliza la APl HTTP en lugar de conexiones directas a

la base de datos.



config :omniss7,

smsc _api base url: "https://10.5.198.200:8443",
frontend name: "omni-smsc@l" # Opcional: predeterminado al

hostname SMSc

Parametros de la API:

Parametro Tipo Requerido Predeterminado
smsc_api base url Cadena Si "https://10.5.198.200:8443
frontend name Cadena No "{hostname} SMSc"

Endpoints de API Utilizados:

POST /api/frontends - Registrar esta instancia de frontend con el backend
POST /api/messages raw - Insertar nuevos mensajes SMS

GET /api/messages - Recuperar la cola de mensajes (con encabezado

smsc )

PATCH /api/messages/{id} - Marcar mensaje como entregado
PUT /api/messages/{id} - Actualizar el estado del mensaje
POST /api/events - Agregar seguimiento de eventos

GET /api/status - Endpoint de verificacion de salud

Registro del Frontend:

El sistema se registra automaticamente con la API del backend al inicio y

vuelve a registrarse cada 5 minutos. El registro incluye:

e Nombre y tipo del frontend (SMSc)

¢ Nombre del host



e Tiempo de actividad en segundos

» Detalles de configuracién (formato JSON)

Notas de Configuracion:

La verificacion SSL esta deshabilitada por defecto para certificados
autofirmados

Las solicitudes HTTP tienen un tiempo de espera de 5 segundos

Todas las marcas de tiempo estan en formato 1ISO 8601

La API utiliza JSON para los cuerpos de solicitud/respuesta

Documentacion Relacionada

OmniSS7 por Omnitouch Network Services



Referencia de
Configuracion

Este documento proporciona una referencia completa para todos los
parametros de configuracién de OmniSS7.
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Descripcion General

La configuracion de OmniSS7 se gestiona a través de config/runtime.exs. El
sistema admite tres modos operacionales:

e Modo STP - Punto de Transferencia de Sefales para enrutamiento
*» Modo HLR - Registro de Ubicacion del Hogar para gestién de suscriptores

e Modo SMSc - Centro de SMS para entrega de mensajes

Archivo de Configuracidon: config/runtime.exs



Banderas de Modo Operacional

Controla qué caracteristicas estan habilitadas.

Parametro Tipo
map client enabled Booleano
hlr mode enabled Booleano
smsc_mode enabled Booleano

Ejemplo:

config :omniss7,
map client enabled: true,
hlr mode enabled: true,
smsc_mode enabled: false

Parametros del Modo HLR

Predeterminado

false

false

false

Descripcion

Habilitar
cliente MAP y
conectividad
M3UA

Habilitar
caracteristicas
especificas de
HLR

Habilitar
caracteristicas
especificas de
SMSc

Configuracion para el modo HLR (Registro de Ubicacién del Hogar).
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Configuracion de la API HLR

Parametro Tipo Predeterminado
hlr api base url Cadena -
hlr service center gt address Cadena -

smsc_service center gt address Cadena -

Ejemplo:

config :omniss7,
hlr api base url: "https://10.180.2.140:8443",
hlr service center gt address: "55512341111",
smsc_service center gt address: "55512341112"

Requeri

Si

Si

Si



Mapeo MSISDN « IMSI

Configuracion para la generacién sintética de IMSI a partir de MSISDN. Para una
explicacién técnica detallada del algoritmo de mapeo, consulte

Parametro

hlr _imsi plmn prefix

hlr msisdn country code

hlr msisdn nsn offset

hlr msisdn nsn_ length

Tipo

Cadena

Cadena

Entero

Entero

Predeterminado Requerido

"50557" No
"61" No
0 No
9 No
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Ejemplo (cédigo de pais de 2 digitos):

config :omniss7,

hlr _imsi plmn prefix: "50557", # MCC 505 + MNC 57

hlr msisdn country code: "99", # Ejemplo de cddigo de pais
de 2 digitos

hlr msisdn nsn offset: 2, # Omitir cdédigo de pais de 2
digitos

hlr msisdn nsn length: 9 # Extraer NSN de 9 digitos

Ejemplo (c6digo de pais de 3 digitos):

config :omniss7,

hlr _imsi plmn prefix: "50557", # MCC 505 + MNC 57

hlr msisdn country code: "999", # Ejemplo de cdédigo de pais
de 3 digitos

hlr msisdn nsn offset: 3, # Omitir cdédigo de pais de 3
digitos

hlr msisdn nsn length: 8 # Extraer NSN de 8 digitos

Importante: Establezca nsn offset a la longitud de su cédigo de pais para
extraer correctamente el NSN. Por ejemplo:

e Cdédigo de pais "9" (1 digito) = nsn offset: 1
e Cddigo de pais "99" (2 digitos) » nsn_offset: 2
e Coddigo de pais "999" (3 digitos) = nsn offset: 3

Configuracion de InsertSubscriberData (ISD)

Configuracion para los datos de aprovisionamiento de suscriptores enviados a
los VLR durante UpdatelLocation. Para una explicacién detallada de la secuencia
ISD vy el flujo de mensajes, consulte



Parametro Tipo Predeterminado Requerido

isd network access mode Atomo :packetAndCircuit No

isd send ss data Booleano  true No

isd send call barring Booleano  true No
Ejemplo:

config :omniss7,
isd network access mode: :packetAndCircuit,
isd send ss data: true,
isd send call barring: true

Configuracion CAMEL

Configuraciéon para el enrutamiento inteligente de llamadas basado en CAMEL.
Para una explicacién detallada de la integracion CAMEL y las claves de servicio,
consulte



Parametro Tipo Predeterminado

camel service key Entero 11 110

camel trigger detection point  Atomo :termAttemptAuthorized

camel gsmscf gt address Cadena (utiliza GT llamado)
Ejemplo:

config :omniss7,
camel service key: 11 110,
camel trigger detection point: :termAttemptAuthorized

Prefijos de VLR de Hogar

Configuracion para distinguir entre suscriptores de hogar y de roaming. Para
una explicacién detallada de la deteccién de hogar/roaming y las operaciones
PRN, consulte
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Parametro Tipo Predeterminado Requerido Descripcié

Prefijos GT
de VLR

home vlr prefixes Lista ["5551231"] No consideradc
como red

"de hogar"
Ejemplo:

config :omniss7,
home vlr prefixes: ["5551231", "5551234"]

Parametros del Modo SMSc

Configuracion para el modo Centro de SMS.



Configuracion de la API SMSc

Parametro Tipo Predeterminado Requer
smsc_api base url Cadena - Si
smsc_name Cadena No

{hostname} SMSc"

smsc_service center gt address Cadena - Si

Ejemplo:

config :omniss7,
smsc_api base url: "https://10.179.3.219:8443",

smsc _name: "ipsmgw",
smsc service center gt address: "55512341112"

Nota: El registro en el frontend ocurre cada 5 minutos (codificado) a través
del mddulo SMS.FrontendRegistry.



Configuracion de Auto-Limpieza

Parametro

auto flush enabled

auto flush interval

auto flush dest smsc

auto flush tps

Ejemplo:

config :omniss7,

Tipo

Booleano

Entero

Cadena

Entero

auto flush enabled: true,

auto flush interval: 10 000,
auto flush dest smsc:
auto flush tps: 10

"ipsmgW" ,

Predeterminado

true

10 000

10

Parametros del Modo STP

Configuracion para el modo Punto de Transferencia de Sefales M3UA. Para una
configuracién de enrutamiento detallada y ejemplos, consulte la
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Servidor STP Auténomo

Parametro

m3ua_stp.enabled

m3ua_stp.local ip

m3ua stp.local port

m3ua_stp.point code

Ejemplo (IP Unica):

Tipo

Booleano

Tupla o
Lista

Entero

Entero

Predeterminado

false

{127, o0, 0, 1}

2905

Requerido
No

No
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config :omniss7,
m3ua stp: %{
enabled: true,

local ip: {10, 179, 4, 10},

local port: 2905,

point code: 100

Ejemplo (Multihoming SCTP):

config :omniss7,
m3ua_stp: %{
enabled: true,

# Mdltiples IPs para redundancia
179, 4, 10}, {10, 179, 4, 11}],
local port: 2905,

local ip: [{10,

point code: 100

Nota: Para informacién detallada sobre la configuracién de multihoming

SCTP y sus beneficios, consulte

Enrutamiento de Titulo Global

Parametro

enable gt routing

Ejemplo:

Tipo

Booleano

Predeterminado

false

Requerido

No

Descri

Habilitz
enrutai
GT ade
del
enrutat
PC



config :omniss7,
enable gt routing: true

Parametros de NAT de Titulo
Global

La Traduccion de Direccidon de Red de Titulo Global permite diferentes GTs de
respuesta segun el prefijo de la parte que llama. Para una explicacion detallada

y ejemplos, consulte la

Parametro Tipo Predeterminado Requerido
gt nat enabled Booleano false No
e Lista de ] Si (si esta
nat rules
e Mapas habilitado)

Descr

Habilitar/d
la funcién

Lista de m
prefijoa G

Formato de Regla: Cada regla en gt nat rules debe ser un mapa con:

e calling prefix: Prefijo de cadena para coincidir con el GT que llama

* response gt: Titulo Global a usar en las respuestas

Ejemplo:



config :omniss7,
gt nat enabled: true,
gt nat rules: [
# Cuando se llama desde GT que comienza con "8772", responder
con "55512341112"
%{calling prefix: "8772", response gt: "55512341112"},
# Cuando se llama desde GT que comienza con "8773", responder
con "55512341111"
%{calling prefix: "8773", response gt: "55512341111"},
# Fallback predeterminado (prefijo vacio coincide con todos)
%{calling prefix: "", response gt: "55512311555"}

Véase También: para un uso y ejemplos detallados.

Parametros de Conexion M3UA

Configuracion de conexion M3UA para el modo cliente MAP. Para un uso y

ejemplos detallados, consulte la



Parametro

map client m3ua.mode

map client m3ua.callback

map client m3ua.process name

map client m3ua.local ip

map_client m3ua.local port

map_client m3ua.remote ip

Tipo

Cadena

Tupla

Atomo

Tupla o
Lista

Entero

Tupla o
Lista

Predeterminado

2905

Requel

Si



Parametro Tipo Predeterminado

map _client m3ua.remote port Entero 2905

map_client m3ua.routing context Entero -

Ejemplo (IP Unica):

config :omniss7,
map_client m3ua: %{

mode: "ASP",
callback: {MapClient, :handle payload, []},
process name: :hlr client asp,
local ip: {10, 179, 4, 11},
local port: 2905,
remote ip: {10, 179, 4, 10},
remote port: 2905,
routing context: 1

Ejemplo (Multihoming SCTP):

config :omniss7,
map_client m3ua: %{

mode: "ASP",
callback: {MapClient, :handle payload, [1},
process name: :hlr client asp,
# Mdltiples IPs locales para redundancia
local ip: [{10, 179, 4, 11}, {10, 179, 4, 12}],
local port: 2905,
# Mdltiples IPs remotas para redundancia STP
remote ip: [{10, 179, 4, 10}, {10, 179, 4, 20}],
remote port: 2905,
routing context: 1

Requel

Si



Nota: Para informacién detallada sobre la configuracién de multihoming
SCTP y sus beneficios, consulte

Parametros del Servidor HTTP

Configuracion para el servidor HTTP de la API REST.

Parametro Tipo Predeterminado Requerido De
Habilitz

start http server Booleano true No el servi
(puertc

Valores Codificados (no configurables):

e IP: 0.0.0.0 (todas las interfaces)
e Puerto: 8080
e Transporte: Plug.Cowboy

Ejemplo:

config :omniss7,
start http server: true # Establecer en false para deshabilitar

Puntos de API:

e API REST: http://[server-ip]:8080/api/*
* Interfaz Swagger: http://[server-ip]:8080/swagger

» Métricas de Prometheus: http://[server-ip]:8080/metrics

Consulte la para mas detalles.



Parametros de Base de Datos

Configuracion para la persistencia de la base de datos Mnesia.

Parametro Tipo Predeterminado Requerido
mnesia storage type Atomo :disc copies No
Ejemplo:

config :omniss7,
mnesia storage type: :disc copies # Produccidn
# mnesia storage type: :ram copies # Solo para pruebas

Tipos de Almacenamiento:

e :disc copies - Almacenamiento en disco persistente (sobrevive a

reinicios) - Recomendado para produccion

Descl

Tipo de
almaceil
de Mne:
:disc «
:ram_c(

* :ram copies - Solo en memoria (se pierde al reiniciar) - Solo para pruebas

Tablas de Mnesia:

* m3ua peer - Conexiones de pares M3UA
* m3ua_route - Rutas de Cédigo de Punto

* m3ua gt route - Rutas de Titulo Global

Ubicacion: directorio Mnesia.{node name}/



Valores Codificados

Los siguientes valores estan codificados en el codigo fuente y no pueden
ser cambiados a través de la configuracion.

Tiempos de Espera

Solucion
Valor Impacto .
Alternativa

Tiempo de espera de

o Todas las operaciones MAP  Modificar el
solicitud MAP: 10

expiran después de 10s coédigo fuente
segundos
Tiempo de espera ISD: Cada mensaje ISD expira Modificar el
10 segundos después de 10s cédigo fuente
Servidor HTTP
Solucién
Valor Impacto

Alternativa

IP HTTP: El servidor escucha en todas las Modificar el cédigo
0.0.0.0 interfaces fuente
Puerto HTTP: La API REST se ejecuta en el Modificar el cédigo

8080 puerto 8080 fuente



Verificacion SSL

Solucion
Valor Impacto )
Alternativa
APl HLR SSL: La verificacién SSL siempre Modificar el cédigo
deshabilitado estd deshabilitada fuente
API SMSc SSL: La verificacién SSL siempre Modificar el cédigo
deshabilitado estd deshabilitada fuente

Intervalos de Registro

Solucion
Valor Impacto .
Alternativa
Registro en el SMSc se registra con el Modificar el cédigo
frontend: 5 minutos backend cada 5 min fuente

Actualizacion Automatica de la Interfaz Web

Pagina Intervalo

Gestidon de Enrutamiento 5 segundos

Suscriptores Activos 2 segundos



Ejemplos de Configuracion

Configuracion Minima de HLR

config :omniss7,
map_client enabled: true,
hlr _mode enabled: true,
smsc_mode enabled: false,

hlr api base url: "https://10.180.2.140:8443",
hlr service center gt address: "55512341111",
smsc_service center gt address: "55512341112",

map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, [1},
process name: :hlr client asp,
local ip: {10, 179, 4, 11},
local port: 2905,
remote ip: {10, 179, 4, 10},
remote port: 2905,
routing context: 1



Configuracion Minima de SMSc

config :omniss7,
map client enabled: true,
hlr mode enabled: false,
smsc_mode enabled: true,

smsc_api base url: "https://10.179.3.219:8443",
smsc _name: "ipsmgw",
smsc_service center gt address: "55512341112",

auto flush enabled: true,

auto flush interval: 10 000,
auto flush dest smsc: "ipsmgw",
auto flush tps: 10,

map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, [1},
process name: :stp client asp,
local ip: {10, 179, 4, 12},
local port: 2905,
remote ip: {10, 179, 4, 10},
remote port: 2905,
routing context: 1



STP con Servidor Auténomo

config :omniss7,
map client enabled: true,
hlr mode enabled: false,
smsc_mode enabled: false,

enable gt routing: true,
mnesia storage type: :disc copies,

m3ua_stp: %{
enabled: true,
local ip: {10, 179, 4, 10},
local port: 2905,
point code: 100
}

map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, []1},
process name: :stp client asp,
local ip: {10, 179, 4, 10},
local port: 2906,
remote ip: {10, 179, 4, 11},
remote port: 2905,
routing context: 1

Resumen

Total de Parametros de Configuracion: 32
Por Categoria:

* Modo Operacional: 3 parametros
e Modo HLR: 13 parametros

e Modo SMSc: 7 parametros



Modo STP: 5 parametros

Conexiéon M3UA: 8 parametros

Servidor HTTP: 1 parametro

Base de Datos: 1 parametro
Parametros Requeridos (deben ser configurados):

* hlr _api base url (modo HLR)
e hlr service center gt address (modo HLR)
e smsc_api base url (modo SMSc)

e smsc service center gt address (modo SMSc/HLR)

Todos los parametros map client m3ua.*

m3ua stp.point code (si STP esta habilitado)

Documentacion Relacionada

. - Configuracién especifica de HLR

. - Configuracion especifica de SMSc
. - Configuracion de enrutamiento STP
. - Referencia de APl REST

. - Documentacioén de la interfaz web



Guia de NAT de Titulo
Global

Descripcion general

La Traducciéon de Direcciones de Titulo Global (GT NAT) es una funcién que
permite a OmniSS7 responder con diferentes direcciones de Titulo Global
basadas en el prefijo GT de la parte que llama, el prefijo GT de la parte llamada,
0 una combinacién de ambos. Esto es esencial cuando se opera con multiples
Titulos Globales y se necesita asegurar que las respuestas utilicen el GT
correcto segun qué red o par esta llamando y/o qué GT han llamado.

Novedades (GT NAT Mejorado)

La funcién GT NAT ha sido mejorada con potentes nuevas capacidades:

Nuevas caracteristicas

1. Coincidencia de Prefijo de Parte Llamada: Las reglas ahora pueden
coincidir en called prefix ademas de calling prefix

2. Coincidencia Combinada: Las reglas pueden coincidir en ambos prefijos
de llamada Y de llamada simultdneamente

3. Priorizacion Basada en Peso: Las reglas ahora utilizan un campo weight
(menor = mayor prioridad) en lugar de solo la longitud del prefijo

4. Coincidencia Flexible: Ahora puedes crear reglas con:
o Solo prefijo de [lamada

o Solo prefijo de parte [lamada
o Ambos prefijos de llamada y parte llamada

o Ninguno (regla comodin/por defecto)



Nuevo Formato de Regla

Campos requeridos:

e weight: Prioridad entera (menor = mayor prioridad)

* response gt: El GT con el que responder

Campos opcionales (se recomienda al menos uno para coincidencia
especifica):

e calling prefix: Coincidir en el prefijo GT de la parte que llama

e called prefix: Coincidir en el prefijo GT de la parte Ilamada

Ejemplo:

gt nat rules: [
# Regla especifica con ambos prefijos - mayor prioridad
%s{calling prefix: "8772", called prefix: "555", weight: 1,
response gt: "111111"},

# Reglas especificas - prioridad media
%s{calling prefix: "8772", weight: 10, response gt: "222222"},
%s{called prefix: "555", weight: 10, response gt: "333333"},

# Comodin por defecto - menor prioridad
%s{weight: 100, response gt: "999999"}

Casos de uso

Operacion Multi-Rede

Cuando tienes multiples redes pares y cada una espera respuestas de un GT
especifico:

e Red A llama a tu GT 111111 y espera respuestas de 111111
e Red B llama a tu GT 222222 y espera respuestas de 222222



Sin GT NAT, necesitarias instancias separadas o enrutamiento complejo. Con GT
NAT, una sola instancia de OmniSS7 puede manejar esto de manera
inteligente.

Escenarios de Roaming
Cuando operas como un HLR o SMSc con acuerdos de roaming:

e Suscriptores de la red de origen utilizan GT 555000
e Socio de roaming 1 utiliza GT 555001
e Socio de roaming 2 utiliza GT 555002

GT NAT asegura que cada socio reciba respuestas del GT correcto al que estan
configurados para enrutar.

Pruebas y Migracion
Durante migraciones de red o pruebas:

* Migrar gradualmente el trafico del antiguo GT al nuevo GT
e Mantener ambos GTs durante el periodo de transicién

e Enrutar respuestas segin qué GT utilizé el llamador

Como funciona

Flujo de Traduccion de Direcciones

1. Solicitud Entrante: OmniSS7 recibe un mensaje SCCP con:

o GT de Parte Llamada: 55512341112 (tu GT)
o GT de Parte Llamante: 877234567 (su GT)

2. Busqueda de GT NAT: El sistema verifica el GT de llamada 877234567
contra las reglas de prefijo configuradas

3. Coincidencia de Prefijo: Encuentra el prefijo coincidente mas largo (por
ejemplo, 8772 coincide con 877234567



4. Seleccion de GT de Respuesta: Utiliza response gt de la regla
coincidente (por ejemplo, 55512341112)

5. Respuesta Enviada: La respuesta SCCP utiliza:
o GT de Parte Llamada: 877234567 (invertido - su GT)
o GT de Parte Llamante: 55512341112 (GT NAT'd)
Tipos de Respuesta Afectados
GT NAT se aplica a multiples capas de la pila SS7:

Capa SCCP (Todas las Respuestas)

* Direcciones GT de Parte Llamada/Llamante en todos los mensajes de
respuesta

¢ Reconocimientos de ISD (InsertSubscriberData)
e Respuestas de UpdatelLocation

e Respuestas de error

Capa MAP (Especifica de Operacion)

* Respuestas SRI-for-SM: networkNode-Number (direccién GT de SMSc)
 UpdateLocation: hlr-Number en respuestas

e InsertSubscriberData: GT de HLR en mensajes ISD

Configuracion

Configuracion Basica

Agrega a config/runtime.exs:



config :omniss7,
# Habilitar GT NAT
gt nat enabled: true,

# Definir reglas de GT NAT
gt nat rules: [
# Regla 1: Llamadas desde el prefijo "8772" obtienen respuesta
de "55512341112"

%{calling prefix: "8772", response gt: "55512341112"},

# Regla 2: Llamadas desde el prefijo "8773" obtienen respuesta
de "55512341111"

%{calling prefix: "8773", response gt: "55512341111"},

# Regla por defecto (prefijo vacio coincide con todo)

%{calling prefix: "", response gt: "55512311555"}
]

Parametros de Configuracion

Para referencia completa de configuracién, consulta

Parametro Tipo Requerido Descripcion

Habilitar/deshabilitar la

gt nat enabled Booleano Si o
funcion GT NAT

Lista de Si (si esta Lista de reglas de

t nat rules
BB Mapas habilitado) coincidencia de prefijos

Formato de Regla

Cada regla es un mapa con las siguientes claves:



%1

calling prefix: "8772", # (Opcional) Prefijo para coincidir
con el GT de llamada

called prefix: "555", # (Opcional) Prefijo para coincidir
con el GT de llamada

weight: 10, # (Requerido) Valor de prioridad

(menor = mayor prioridad)
response gt: "55512341112" # (Requerido) GT a utilizar en las
respuestas

}

Campos de Regla:

e calling prefix (Opcional): Prefijo de cadena para coincidir con el GT de
[lamada entrante

o La coincidencia se realiza mediante String.starts with?/2

o La cadena vacia "" o nil actiua como comodin (coincide con cualquier
GT de llamada)

o Se puede omitir para coincidir con cualquier GT de llamada

» called_prefix (Opcional): Prefijo de cadena para coincidir con el GT de
llamada entrante

o La coincidencia se realiza mediante String.starts with?/2

o La cadena vacia "" o nil actiua como comodin (coincide con cualquier
GT de llamada)

o Se puede omitir para coincidir con cualquier GT de llamada

* weight (Requerido): Valor de prioridad entero

o Menor peso = mayor prioridad (procesado primero)
o Debeser>=0

o Se utiliza como criterio de ordenacion principal para las reglas de
coincidencia

* response_gt (Requerido): La direccidn de Titulo Global a utilizar en las
respuestas



o Debe ser una cadena de numero E.164 valida

o Debe coincidir con uno de tus GTs configurados

Al menos uno de calling_prefix o called_prefix debe ser especificado
para el enrutamiento especifico. Ambos pueden ser omitidos para una
regla comodin/por defecto.

Logica de Coincidencia de Reglas

Las reglas se evallan por peso primero (ascendente), luego por
especificidad combinada de prefijo:

Algoritmo de Coincidencia:

1. Filtrar reglas donde todos los prefijos especificados coinciden
o Si calling prefix esta configurado, debe coincidir con el GT de
lamada

o Si called prefix esta configurado, debe coincidir con el GT de
llamada

o Si ambos estan configurados, ambos deben coincidir
o Si ninguno esta configurado, la regla actia como un comodin

2. Ordenar las reglas coincidentes por:
o Primario: Peso (ascendente - valores mas bajos primero)
o Secundario: Longitud combinada del prefijo (descendente - mas largo
= mas especifico)

3. Devolver la primera regla coincidente

Ejemplos:



# Ejemplo de reglas
gt nat rules: [
# Peso 1: Mayor prioridad - coincide con ambos prefijos
%s{calling prefix: "8772", called prefix: "555", weight: 1,
response gt: "111111"},

# Peso 10: Prioridad media - reglas especificas

%s{calling prefix: "8772", weight: 10, response gt: "222222"}, #
Solo llamada

%s{called prefix: "555", weight: 10, response gt: "333333"}, #
Solo llamada

# Peso 100: Menor prioridad - comodin por defecto
%s{weight: 100, response gt: "444444"} # Coincide con todo
|

# Ejemplos de coincidencia:

# Llamada: "877234567", Llamada: "555123" -> "111111" (peso 1,
ambos coinciden)

# Llamada: "877234567", Llamada: "999999" -> "222222" (peso 10,
solo llamada)

# Llamada: "999999999", Llamada: "555123" -> "333333" (peso 10,
solo llamada)

# Llamada: "999999999", Llamada: "888888" -> "444444" (peso 100,
comodin)

Ejemplos

Ejemplo 1: Dos Socios de Red

Escenario: Operas un SMSc con dos socios de red. Cada uno espera
respuestas de un GT diferente.



config :omniss7,
gt nat enabled: true,

# GT de SMSc por defecto (utilizado cuando GT NAT esta
deshabilitado o no coincide ninguna regla)
smsc service center gt address: "5551000",

# Reglas de GT NAT para socios

gt nat rules: [
# Socio A (prefijo 4412) espera respuestas del GT 5551001
%{calling prefix: "4412", weight: 10, response gt: "5551001"},

# Socio B (prefijo 4413) espera respuestas del GT 5551002
%{calling prefix: "4413", weight: 10, response gt: "5551002"},

# Por defecto: usar GT estandar de SMSc (comodin por defecto)
%s{weight: 100, response gt: "5551000"}
]

Flujo de Trafico:

SRI-for-SM entrante de 44121234567:
GT Llamada: 5551001 (tu GT que utiliza el Socio A)
GT Llamante: 44121234567 (GT del Socio A)

Blisqueda de GT NAT:
"44121234567" coincide con el prefijo "4412"
GT de respuesta seleccionado: "5551001"

Respuesta SRI-for-SM a 44121234567:
GT Llamada: 44121234567 (invertido)

GT Llamante: 5551001 (NAT'd)
networkNode-Number: 5551001 (en respuesta MAP)

Ejemplo 2: HLR con GTs Regionales

Escenario: HLR nacional con diferentes GTs por region.



config :omniss7,

gt nat enabled: true,

hlr service center gt address: "555000", # GT de HLR por
defecto

gt nat rules: [
# VLRs de la regidén norte (prefijo 5551)
%{calling prefix: "5551", weight: 10, response gt: "555100"},

# VLRs de la regidén sur (prefijo 5552)
%{calling prefix: "5552", weight: 10, response gt: "555200"},

# VLRs de la regidén oeste (prefijo 5553)
%{calling prefix: "5553", weight: 10, response gt: "555300"},

# Por defecto para otras regiones (comodin)
%{weight: 100, response gt: "555000"}

Ejemplo 3: Escenario de Migracion

Escenario: Migrando gradualmente del antiguo GT al nuevo GT.

config :omniss7,

gt nat enabled: true,

hlr service center gt address: "123456789", # Antiguo GT (por
defecto)

gt nat rules: [
# Redes migradas (ya actualizaron sus configuraciones)
%{calling prefix: "555", weight: 10, response gt:
"987654321"}, # Nuevo GT
%{calling prefix: "666", weight: 10, response gt:
"987654321"}, # Nuevo GT

# Todos los demds todavia utilizan el antiguo GT (comodin)
%s{weight: 100, response gt: "123456789"} # Antiguo GT
]



Ejemplo 4: Coincidencia de Prefijo de Parte
Llamada (NUEVO)

Escenario: Tienes multiples GTs para diferentes servicios y quieres responder
con el GT correcto segun qué GT fue llamado.

config :omniss7,
gt nat enabled: true,

gt nat rules: [
# Cuando llaman a tu GT de SMS (5551xxx), responde con ese GT
%{called prefix: "5551", weight: 10, response gt: "555100"},

# Cuando llaman a tu GT de Voz (5552xxx), responde con ese GT
%{called prefix: "5552", weight: 10, response gt: "555200"},

# Cuando llaman a tu GT de Datos (5553xxx), responde con ese
GT
%{called prefix: "5553", weight: 10, response gt: "555300"},

# Comodin por defecto
%{weight: 100, response gt: "555000"}

Flujo de Trafico:

Solicitud entrante al GT Llamado: 555100 (tu GT de SMS)
GT Llamante: 441234567 (cualquier llamador)

Blisqueda de GT NAT:
GT Llamado "555100" coincide con el prefijo "5551"
GT de respuesta seleccionado: "555100"

La respuesta utiliza GT Llamante: 555100 (coincide con lo que
1lamaron)



Ejemplo 5: Coincidencia Combinada de Prefijo
de Llamada + Parte Llamada (AVANZADO)

Escenario: Diferentes socios llaman a diferentes GTs y quieres un control
detallado.

config :omniss7,
gt nat enabled: true,

gt nat rules: [
# Socio A llamando a tu GT de SMS - mayor prioridad (peso 1)
%{calling prefix: "4412", called prefix: "5551", weight: 1,
response gt: "555101"},

# Socio B llamando a tu GT de SMS - mayor prioridad (peso 1)
%{calling prefix: "4413", called prefix: "5551", weight: 1,
response gt: "555102"},

# Cualquiera llamando a tu GT de SMS - prioridad media (peso
10)
%{called prefix: "5551", weight: 10, response gt: "555100"},

# Socio A llamando a cualquier GT - prioridad media (peso 10)
%{calling prefix: "4412", weight: 10, response gt: "555200"},

# Comodin por defecto - baja prioridad (peso 100)
%{weight: 100, response gt: "555000"}

Ejemplos de Coincidencia:



# Socio A llama al GT de SMS
Llamada: "441234567", Llamada: "555100"
- Coincide con la regla de peso 1 (ambos prefijos) - "555101"

# Socio A llama al GT de Voz
Llamada: "441234567", Llamada: "555200"
- Coincide con la regla de peso 10 (solo llamada) - "555200"

# Llamador desconocido llama al GT de SMS
Llamada: "999999999", Llamada: "555100"
- Coincide con la regla de peso 10 (solo llamada) - "555100"

# Llamador desconocido 1llama al GT de Voz
Llamada: "999999999", Llamada: "555200"
-» Coincide con el comodin de peso 100 - "555000"

Modos Operativos

GT NAT funciona en todos los modos operativos de OmniSS7:

Modo HLR

GT NAT afecta:

Respuestas de UpdatelLocation (GT de HLR en respuesta)
Mensajes de InsertSubscriberData (GT de HLR como parte llamante)
Respuestas de SendAuthenticationinfo

Respuestas de Cancel Location

Para mas informacién sobre las operaciones de HLR, consulta la

Configuracion:



config :omniss7,

hlr mode enabled: true,

hlr service center gt address: "5551234567", # GT de HLR por
defecto

gt nat enabled: true,
gt nat rules: [
%{calling prefix: "331", weight: 10, response gt:
"5551234568"}, # Francia
%{calling prefix: "44", weight: 10, response gt:
"5551234569"}, # Reino Unido
%{weight: 100, response gt: "5551234567"} # Comodin por
defecto

]

Modo SMSc
GT NAT afecta:

¢ Respuestas SRI-for-SM ( networkNode-Number campo) - consulta

e Reconocimientos de MT-ForwardSM

Para mas informacién sobre las operaciones de SMSc, consulta la

Configuracion:



config :omniss7,

smsc_mode enabled: true,

smsc_service center gt address: "5559999", # GT de SMSc por
defecto

gt nat enabled: true,
gt nat rules: [
%{calling prefix: "1", weight: 10, response gt: "5559991"},
# América del Norte
%{calling prefix: "44", weight: 10, response gt: "5559992"},
# Reino Unido
%{calling prefix: "86", weight: 10, response gt: "5559993"},
# China
%{weight: 100, response gt: "5559999"} # Comodin por defecto
1

Modo Puerta de Enlace CAMEL

GT NAT afecta:

Todas las respuestas a nivel SCCP (GT de gsmSCF como parte llamante)

Respuestas de operaciones CAMEL/CAP (InitialDP, EventReportBCSM, etc.)

Reconocimientos de RequestReportBCSMEvent

Respuestas de ApplyCharging

Respuestas de Continue

Configuracion:



config :omniss7,

camelgw mode enabled: true,

camel gsmscf gt address: "55512341112", # GT de gsmSCF por
defecto

gt nat enabled: true,
gt nat rules: [
%{calling prefix: "555", weight: 10, response gt:
"55512341111"}, # Red A
%{calling prefix: "666", weight: 10, response gt:
"55512311555"}, # Red B
%{weight: 100, response gt: "55512341112"} # Comodin por
defecto

]

Caso de Uso: Cuando operas como un gsmSCF (Funcién de Control de
Servicio) para multiples redes, cada gsmSSF de la red puede esperar
respuestas de un GT de gsmSCF especifico. GT NAT asegura que se utilice el GT
correcto segun qué gsmSSF esta llamando.

Registro y Depuracion

Habilitar Registro de GT NAT

GT NAT incluye registro automatico de todas las traducciones:

# En los registros, veras:

[info] GT NAT [respuesta SRI-for-SM]: GT Llamante 877234567 -> GT
de Respuesta 55512341112

[info] GT NAT [UpdateLocation ISD]: GT Llamante 331234567 -> GT de

Respuesta 55512341111
[info] GT NAT [respuesta MAP BEGIN]: GT Llamante 441234567 -> GT

de Respuesta 55512311555

El campo de contexto muestra dénde se aplicd el NAT:

e "respuesta SRI-for-SM" - En el controlador SRI-for-SM



e "UpdateLocation ISD" - En mensajes de InsertSubscriberData
e "UpdateLocation END" - En respuesta de UpdateLocation END
* "respuesta MAP BEGIN" - Respuestas MAP BEGIN genéricas

e "ISD ACK" - Reconocimiento de ISD

e "respuesta de error HLR" - Respuesta de error de HLR

e "respuesta CAMEL" - Respuestas de operaciones CAMEL/CAP (gsmSCF)

Validacion

El sistema valida la configuracién de GT NAT al inicio:

# Verificar configuracidén de GT NAT
iex> GtNat.validate config()
{:0k, [

%s{calling prefix: "8772", weight: 10, response gt:
"55512341112"},

%s{calling prefix: "8773", weight: 10, response gt:
"55512341111"}
1}

# Verificar si estd habilitado
iex> GtNat.enabled?()
true

# Obtener todas las reglas
iex> GtNat.get rules()
[

%s{calling prefix: "8772", weight: 10, response gt:
"55512341112"},

%{calling prefix: "8773", weight: 10, response gt:
"55512341111"}
]

Probar GT NAT

Prueba la légica de GT NAT programaticamente:



# Probar traduccion con solo GT de llamada (called gt es nil)
iex> GtNat.translate response gt("877234567", nil, "default gt")
"55512341112"

# Probar traduccién con ambos GTs

iex> GtNat.translate response gt("877234567", "555123",
"default gt")

"55512341112"

# Probar con registro (GT llamada nil)

iex> GtNat.translate response gt with logging("877234567", nil,
"default gt", "test")

# Registros: GT NAT [test]: GT Llamante 877234567 -> GT de
Respuesta 55512341112

"55512341112"

# Probar con registro (ambos GTs)

iex> GtNat.translate response gt with logging("877234567",
"555123", "default gt", "test")

# Registros: GT NAT [test]: GT Llamante 877234567, GT Llamada
555123 -> GT de Respuesta 55512341112

"55512341112"

# Probar sin coincidencia (devuelve por defecto)

iex> GtNat.translate response gt("999999999", "888888",
"default gt")

“default gt"

Solucion de Problemas

Problema: GT NAT No Funciona

Verificacion 1: ;Esta habilitado?

iex> Application.get env(:omniss7, :gt nat enabled)
true # Deberia ser true

Verificacion 2: ;Estan configuradas las reglas?



iex> Application.get env(:omniss7, :gt nat rules)
[%{calling prefix: "8772", response gt: "55512341112"}, ...] #
Deberia devolver lista

Verificacion 3: Verificar registros Busca "GT NAT" en los registros para ver

Si se estan realizando traducciones.

Problema: GT Incorrecto en Respuestas
Sintoma: Las respuestas utilizan una direccion GT inesperada

Causa: La coincidencia de prefijo de regla podria ser demasiado amplia o la
regla por defecto esta capturando trafico

Solucion: Revisa los pesos y prefijos de las reglas:

# MALO: Comodin con bajo peso (captura todo primero)
gt nat rules: [

%s{weight: 1, response gt: "111111"}, # jEsto
coincide con todo primero!

%s{calling prefix: "8772", weight: 10, response gt: "222222"} #
Nunca alcanzado

]

# BUENO: Reglas especificas con peso mas bajo, comodin con peso
mas alto
gt nat rules: [

%s{calling prefix: "8772", weight: 10, response gt: "222222"}, #
Especifico, bajo peso

%{weight: 100, response gt: "111111"} # Comodin, alto peso (por
defecto)
]

Problema: GT NAT No Aplicado a Tipo de
Mensaje Especifico

Sintoma: Algunas respuestas utilizan GT NAT'd, otras no



Cobertura Actual:

[ GT Llamante SCCP (todas las respuestas)

[ Respuestas SRI-for-SM (networkNode-Number)
[] Mensajes ISD de UpdateLocation (GT de HLR)
[J Respuestas de UpdateLocation END

[] Reconocimientos de ISD
[] Respuestas MAP BEGIN

Si un tipo de mensaje especifico no esta utilizando GT NAT, puede gue aun no
esté implementado. Revisa el cédigo fuente o contacta con soporte.

Consideraciones de Rendimiento

Rendimiento de Busqueda

GT NAT utiliza coincidencia de prefijo simple con complejidad O(n) donde n es
el numero de reglas.

Consejos de rendimiento:

* Mantén el conteo de reglas por debajo de 100 para un mejor rendimiento
» Utiliza prefijos especificos para reducir el conteo de reglas

» La regla por defecto (prefijo vacio) debe ser la ultima
Prueba de rendimiento (sistema tipico):

e 10 reglas: < 1us por busqueda
e 50 reglas: < 5us por busqueda
e 100 reglas: < 10us por busqueda

Uso de Memoria

Cada regla requiere ~100 bytes de memoria:

e 10 reglas = 1 KB



e 100 reglas = 10 KB

Mejores Practicas

1. Siempre Incluir una Regla de Comodin por
Defecto

gt nat rules: [
%s{calling prefix: "8772", weight: 10, response gt: "111111"},
%s{calling prefix: "8773", weight: 10, response gt: "222222"},
%s{weight: 100, response gt: "default gt"} # Siempre tener un
comodin con alto peso

]

2. Utilizar Prefijos y Pesos Significativos

# BUENO: Prefijos claros y especificos con pesos apropiados

%s{calling prefix: "331", weight: 10, response gt: "..."} #
Francia

%s{calling prefix: "44", weight: 10, response gt: "..."} # Reino
Unido

# MALO: Prefijos demasiado amplios o pesos confusos

%s{calling prefix: "3", weight: 5, response gt: "..."} #
Demasiados paises
%{calling prefix: "331", weight: 100, response gt: "..."} # El

peso deberia ser mas bajo para reglas especificas



3. Documentar Tus Reglas

gt nat rules: [
# Socio XYZ - red del Reino Unido (rango de GT: 4412XXXXXXX)
# Peso 10: Prioridad estédndar del socio
%s{calling prefix: "4412", weight: 10, response gt: "5551001"},

# Socio ABC - red de Francia (rango de GT: 33123XXXXXX)

# Peso 10: Prioridad estandar del socio

%s{calling prefix: "33123", weight: 10, response gt: "5551002"}
]

4. Probar Antes de Desplegar

# Probar en iex antes de desplegar
iex> GtNat.translate response gt("44121234567", nil, "default")
“5551001" # Resultado esperado

# Probar con GT llamado
iex> GtNat.translate response gt("44121234567", "555123",

“default")
"5551001" # Resultado esperado

5. Monitorear Registros

Habilita el registro de nivel INFO para ver todas las traducciones de GT NAT en
produccion.

Integracion con Otras Funciones

Modo STP

GT NAT funciona independientemente del enrutamiento STP. STP enruta en
funciéon de cédigos de punto y GTs de destino, mientras que GT NAT maneja la
direccién de respuesta.



Para mds informacidén sobre el enrutamiento STP, consulta la

Integracion CAMEL
GT NAT esta totalmente integrado con operaciones CAMEL/CAP:

Capa SCCP:

e GT de Parte Llamante en todas las respuestas CAMEL

» Aplicado automaticamente segun el GT de gsmSSF entrante
Configuracion:

e camel gsmscf gt address - GT de gsmSCF por defecto (opcional)

» Si no estd configurado, utiliza el GT de Parte Llamada de la solicitud
entrante

» Las reglas de GT NAT anulan el valor por defecto segun el prefijo de parte
[lamante

Ejemplo:

# Cuando gsmSSF 555123456 llama a tu gsmSCF

# Entrante: Llamada=55512341112, Llamante=555123456

# Busqueda de GT NAT: "555" -> response gt="55512341111"
# Respuesta: Llamada=555123456, Llamante=55512341111

Balanceo de Carga

GT NAT puede combinarse con balanceo de carga M3UA para una gestion
avanzada del trafico.



Guia de Migracidn

Habilitar GT NAT en un Sistema Existente

1. Preparar Configuracion

# Agregar a runtime.exs (mantener deshabilitado inicialmente)
config :omniss7,

gt nat enabled: false, # Comenzar deshabilitado
gt nat rules: [

# Tus reglas aqui con pesos

%{calling prefix: "877", weight: 10, response gt:
"111111"},

%{weight: 100, response gt: "999999"} # Comodin por
defecto

]

2. Probar Configuracion

# Validar que la configuracioén compile
mix compile

# Probar en iex
iex -S mix
iex> GtNat.validate config()

3. Habilitar en Staging

gt nat enabled: true # Cambiar a true
4. Monitorear Registros

tail -f log/omniss7.log | grep "GT NAT"

5. Desplegar en Produccion



o Desplegar durante la ventana de mantenimiento

o Monitorear las primeras 24 horas de cerca

o Tener un plan de reversion listo (establecer gt nat enabled:

Soporte

Para problemas o preguntas:

Verifica los registros para mensajes "GT NAT"

Valida la configuracién con GtNat.validate config()

Revisa la seccién de solucién de problemas de esta guia

Contacta con el soporte de OmniSS7 con extractos de registros

false)



Guia de Configuracion
de HLR

Esta guia proporciona la configuracién para usar OmniSS7 como un Registro
de Ubicacion del Hogar (HLR/HSS) con OmniHSS como la base de datos de
suscriptores de backend.

Integracion de OmniHSS

El modo HLR de OmniSS7 funciona como un frontend de senalizacion
SS7 que se conecta con OmniHSS, un servidor de suscriptores del hogar (HSS)
de caracteristicas completas. Esta arquitectura separa las preocupaciones:

e OmniSS7 (Frontend HLR): Maneja toda la sefalizacién del protocolo
SS7/MAP, el enrutamiento SCCP y la comunicacién de red

e OmniHSS (Backend HSS): Gestiona los datos de suscriptores, la
autenticacién, la provisién y caracteristicas avanzadas

¢Por qué OmniHSS?

OmniHSS proporciona gestidon de suscriptores de grado de operador con
caracteristicas que incluyen:

* Soporte Multi-IMSI: Cada suscriptor puede tener multiples IMSls
asociadas con un solo MSISDN para roaming internacional, cambio de red y
provisiéon de eSIM

e Autenticacion Flexible: Soporte para algoritmos de autenticacion tanto
Milenage (3G/4G/5G) como COMP128 (2G)

e Seguimiento de Sesiones de Circuito y Paquete: Seguimiento
independiente de registros de red CS (circuito conmutado) y PS (paquete
conmutado)



* Provisionamiento Avanzado: Perfiles de servicio personalizables,
servicios suplementarios y datos de suscripcion CAMEL

» Diseno API-Primero: APl HTTP RESTful para integracién con sistemas de
facturacion, CRM y provisién

» Actualizaciones en Tiempo Real: Seguimiento de ubicacién, gestién de
sesiones y generacién de vectores de autenticacién

Todos los datos de suscriptores, credenciales de autenticacién y
configuraciones de servicio se almacenan y gestionan en OmniHSS. OmniSS7
consulta a OmniHSS a través de llamadas API HTTPS para responder a
operaciones MAP como UpdatelLocation, SendAuthenticationIinfo y
SendRoutinglnfo.

Importante: El modo HLR de OmniSS7 es un frontend de senalizacidn
solamente. Toda la I6gica de gestidén de suscriptores, algoritmos de
autenticacién, reglas de provisién y operaciones de base de datos son
manejadas por OmniHSS. Esta guia cubre la configuracién del protocolo
SS7/MAP en OmniSS7. Para informacion sobre provision de suscriptores,
configuracién de autenticacidn, perfiles de servicio y operaciones
administrativas, consulte la documentacion de OmniHSS.

Soporte Multi-IMSI

OmniHSS admite de forma nativa configuraciones Multi-IMSI,
permitiendo que un solo suscriptor (identificado por MSISDN) tenga multiples
IMSIs. Esto permite:

* Perfiles de Roaming Internacional: Diferentes IMSIs para diferentes
regiones para reducir costos de roaming

* eSIM Multi-Perfil: MUltiples perfiles de red en un solo dispositivo
compatible con eSIM

e Cambio de Red: Cambio sin problemas entre redes sin cambiar MSISDN

e Coordinacion de Doble SIM: Coordinacidon entre multiples SIM fisicas o
virtuales

* Pruebas y Desarrollo: Multiples IMSIs de prueba apuntando al mismo
suscriptor



Coémo funciona:

e Cada IMSI tiene sus propias credenciales de autenticacién (Ki, OPc,
algoritmo)

» Cada IMSI puede tener registros de sesién de circuito y paquete
independientes

e Los servicios y perfiles de suscriptores pueden ser compartidos o
personalizados por IMSI

e OmniSS7 consulta a OmniHSS por IMSI, y OmniHSS devuelve los datos de
suscriptor apropiados

* Los sistemas de facturacidon pueden rastrear el uso por IMSI mientras
asocian todas las IMSIs a una sola cuenta

Ejemplo de escenario Multi-IMSI:

Suscriptor MSISDN: +1-555-123-4567

- IMSI 1: 310260123456789 (Red Nacional de EE. UU. -
autenticacién Milenage)

I IMSI 2: 208011234567890 (Perfil de Roaming en Francia -
autenticacién Milenage)

L IMSI 3: 440201234567891 (Perfil de Roaming en el Reino Unido -
autenticacién COMP128)

Las tres IMSIs pueden ser utilizadas de forma independiente para el registro en
la red, pero todas pertenecen a la misma cuenta de suscriptor. OmniHSS

gestiona el mapeo de IMSI a suscriptor y asegura la autenticacién y provisién
adecuadas para cada IMSI.
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:Qué es el Modo HLR?

Modo HLR permite que OmniSS7 funcione como un Registro de Ubicacién del
Hogar para:

* Gestion de Suscriptores: Almacenar y gestionar datos de suscriptores
e Autenticacion: Generar vectores de autenticacién para acceso a la red

» Seguimiento de Ubicacion: Procesar actualizaciones de ubicacién de los
VLRs

e Informacién de Enrutamiento: Proporcionar informacién de
enrutamiento para llamadas y SMS
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Habilitando el Modo HLR

OmniSS7 puede operar en diferentes modos. Para usarlo como un HLR,
necesitas habilitar el modo HLR en la configuracién.

Cambio a Modo HLR

El config/runtime.exs de OmniSS7 contiene tres modos operativos
preconfigurados. Para habilitar el modo HLR:

1. Abrir config/runtime.exs

2. Encontrar las tres secciones de configuracion (lineas 53-174):
o Configuracién 1: Modo STP (lineas 53-85)

o Configuraciéon 2: Modo HLR (lineas 87-123)

o Configuracion 3: Modo SMSc (lineas 125-174)
. Comentar la configuracién actualmente activa (agregar # a cada linea)
. Descomentar la configuraciéon HLR (eliminar # de las lineas 87-123)

. Personalizar los parametros de configuracién segin sea necesario

o U B~ W

. Reiniciar la aplicacién: iex -S mix

Configuracion del Modo HLR

La configuracién completa del HLR se ve asi:



config :omniss7,
# Banderas de modo - Habilitar caracteristicas HLR solamente
map _client enabled: true,
hlr mode enabled: true,
smsc_mode enabled: false,

# Configuracién de la API Backend de OmniHSS
hlr api base url: "https://10.180.2.140:8443",

# Direccién GT del Centro de Servicio HLR para operaciones SMS
hlr service center gt address: "1234567890",

# Configuracién de Mapeo MSISDN o IMSI

# Ver: seccidén de Mapeo MSISDN o IMSI para detalles
hlr _imsi plmn prefix: "50557",

hlr msisdn country code: "61",

hlr msisdn nsn offset: 0,

hlr msisdn nsn length: 9,

# Configuracién de InsertSubscriberData

# Modo de Acceso a la Red: :packetAndCircuit, :packetOnly, o
:circuitOnly

isd network access mode: :packetAndCircuit,

# Enviar ISD #2 (datos de Servicios Suplementarios)
isd send ss data: true,

# Enviar ISD #3 (datos de Barring de Llamadas)
isd send call barring: true,

# Configuracién CAMEL (para respuestas SendRoutingInfo)
# Clave de Servicio para la iniciacién de servicios CAMEL
camel service key: 11 110,

# Punto de Deteccidn de Disparador CAMEL
# Opciones: :termAttemptAuthorized, :tBusy, :tNoAnswer, :tAnswer
camel trigger detection point: :termAttemptAuthorized,

# Prefijos de VLR de Hogar

# Lista de prefijos de direccién VLR que se consideran "red" de
hogar

# Si el VLR del suscriptor comienza con uno de estos prefijos,
usar respuesta SRI estdandar



# De lo contrario, el suscriptor esta en roaming y necesitamos
enviar PRN para obtener MSRN
home vlr prefixes: ["123456"],

# Configuracidén de Conexién M3UA
# Conectar como ASP para recibir operaciones MAP
(UpdateLocation, SendAuthInfo, etc.)
map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, []},
process name: :hlr client asp,
# Punto final local (sistema HLR)
local ip: {10, 179, 4, 11},
local port: 2905,
# Punto final remoto STP
remote ip: {10, 179, 4, 10},
remote port: 2905,
routing context: 1



Parametros de Configuracion a Personalizar

Para una referencia completa de todos los parametros de configuracion,
consulte la



Parametro Tipo Predeterminado

hlr api base url Cadena Requerido
hlr service center gt address Cadena Requerido
smsc_service center gt address Cadena Requerido
hlr smsc alert gts Lista []

hlr alert location expiry seconds Entero 172800

hlr _imsi plmn prefix Cadena "50557"

hlr msisdn country code Cadena "61"



Parametro

hlr msisdn nsn offset

hlr msisdn nsn length

isd network access mode

isd send ss data

isd send call barring

camel service key

camel trigger detection point

Tipo

Entero

Entero

Atomo

Booleano

Booleano

Entero

Atomo

Predeterminado

:packetAndCircuit

true

true

11 110

:termAttemptAuthorizec



Parametro

home vlr prefixes

local ip

local port

remote ip

remote port

routing context

Tipo

Lista

Tupla

Entero

Tupla

Entero

Entero

Predeterminado

["5551231"]

Requerido

2905

Requerido

2905

Qué Sucede Cuando se Habilita el Modo HLR

Cuando hlr _mode enabled: true, la interfaz web mostrara:

[] Eventos SS7 - Registro de eventos

[] M3UA - Estado de conexién

Especifico de HLR

[] Recursos - Monitoreo del sistema

[] Cliente SS7 - Pruebas de operaciones MAP

[] Configuracion - Visor de configuracién

[] Enlaces HLR - Estado de la API HLR + gestion de suscriptores «

Las pestafnas Enrutamiento, Prueba de Enrutamiento y Enlaces SMSc

estaran ocultas.



Notas Importantes

Configuracion Requerida: El pardmetro

hlr service center gt address es obligatorio. La aplicacion no podra
iniciarse si no esta configurado.

Backend de OmniHSS: La APl de OmniHSS debe ser accesible en la
hlr api base url configurada

Tiempo de Espera de Solicitud API: Todas las solicitudes API de
OmniHSS tienen un tiempo de espera codificado de 5 segundos
Tiempo de Espera de Solicitud MAP: Todas las solicitudes MAP (SR,
UpdatelLocation, SendAuthinfo, etc.) tienen un tiempo de espera
codificado de 10 segundos

Tiempo de Espera ISD: Cada mensaje InsertSubscriberData (ISD) en una

secuencia UpdatelLocation tiene un tiempo de espera codificado de 10
segundos

Se requiere conexién M3UA al STP para recibir operaciones MAP

Después de cambiar de modo, debes reiniciar la aplicacién para que los
cambios surtan efecto

Interfaz Web: Consulte la para informacion sobre el
uso de la interfaz web

Acceso API: Consulte la para documentaciéon de la API REST y
acceso a Swagger Ul

Base de Datos de Suscriptores

OmniHSS gestiona todos los datos de suscriptores incluyendo

identidades, credenciales de autenticacién, perfiles de servicio y informacion
de ubicacion. OmniSS7 recupera estos datos a través de llamadas APl RESTful.

Modelo de Suscriptor de OmniHSS

OmniHSS almacena informacion completa del suscriptor:

Multiples IMSIs por suscriptor: Soporte para configuraciones Multi-IMSI
(eSIM, perfiles de roaming, cambio de red)



* Credenciales de autenticacion: Seleccion de Ki, OPc y algoritmo
(Milenage o COMP128)

» Perfiles de servicio: Categoria de suscriptor, servicios permitidos,
parametros de QoS

* Seguimiento de ubicacidon: Seguimiento independiente de VLR/MSC
actuales (sesion de circuito) y SGSN/GGSN (sesiéon de paquete)

» Datos de suscripcion CAMEL: Claves de servicio, puntos de activacién y
direcciones gsmSCF

» Servicios suplementarios: Desvio de llamadas, barring, espera,
configuraciones CLIP/CLIR

e Estado administrativo: Habilitado/deshabilitado, restricciones de
servicio, fechas de expiracion

Vectores de Autenticacion

Generar Vectores de Autenticacion

OmniHSS genera vectores de autenticacion utilizando los algoritmos
Milenage o COMP128 basados en el método de autenticacién configurado de
cada suscriptor. Cuando OmniSS7 recibe solicitudes MAP de
sendAuthenticationinfo:

1. OmniSS7 extrae el IMSI de la solicitud MAP

2. OmniSS7 llama a la APl de OmniHSS para generar vectores de
autenticacién

3. OmniHSS recupera las credenciales Ki y OPc del suscriptor

4. OmniHSS genera el nimero solicitado de vectores (RAND, XRES, CK, IK,
AUTN)

5. OmniSS7 codifica los vectores en formato MAP y los devuelve al VLR/SGSN
solicitante



Integracion de la APl de OmniHSS

OmniSS7 se comunica con OmniHSS a través de la APl REST HTTPS para
recuperar informacién de suscriptores, actualizar datos de ubicacién y generar
vectores de autenticacion:

config :omniss7,
hlr api base url: "https://omnihss-server:8443"

Cuando OmniSS7 recibe operaciones MAP de la red SS7, consulta a OmniHSS
para:

e Recuperar datos de suscriptor por IMS| o MSISDN

e Generar vectores de autenticacion utilizando credenciales Ki/OPc
almacenadas

e Actualizar ubicacidn de sesidn de circuito cuando los suscriptores
realizan UpdatelLocation

e Verificar estado de suscriptor y derechos de servicio

Actualizaciones de Ubicacion

Procesamiento de Actualizacion de Ubicacion

Al recibir solicitudes MAP de updateLocation, OmniSS7 coordina con
OmniHSS para registrar al suscriptor en un nuevo VLR:

1. Extraer informacion de ubicacion de la solicitud UpdateLocation (IMSI,
nuevo GT de VLR, nuevo GT de MSC)

2. Consultar a OmniHSS para verificar que el suscriptor existe y esta
habilitado
3. Actualizar sesion de circuito en OmniHSS con nueva ubicaciéon VLR/MSC

4. Enviar mensajes InsertSubscriberData (ISD) para provisionar al
suscriptor en el nuevo VLR



5. Devolver respuesta UpdateLocation al VLR (incluye GT HLR de
hlr service center gt address)

6. Enviar alertServiceCenter a los GTIs SMSc configurados (si
hlr smsc alert gts estd poblado)

Nota: El parametro de configuracidon hlr _service center gt address
especifica el Titulo Global del HLR que se devuelve en las respuestas
UpdateLocation. Esto permite que el VLR/MSC identifique y enrute mensajes de
vuelta a este HLR.

Integracion del Centro de Servicio de Alerta

Después de una actualizacién de ubicacion exitosa, el HLR puede notificar
automaticamente a los sistemas SMSc que un suscriptor ahora es alcanzable
enviando mensajes alertServiceCenter (cédigo de operacién MAP 64). Para
informacién sobre cdmo el SMSc maneja estas alertas, consulte

Configuracion

Configure la lista de Titulos Globales SMSc a notificar:

config :omniss7,
# Lista de GTs SMSc para enviar alertServiceCenter después de
UpdatelLocation
hlr smsc alert gts: [
"15559876543",
"15559876544"
15

# Tiempo de expiracidén de ubicacién cuando SMSc recibe
alertServiceCenter (predeterminado: 48 horas)
hlr alert location expiry seconds: 172800

Diagrama de Flujo



‘ El suscriptor se registra en un nuevo VLR ‘

UpdateLocation (IMSI, VLR GT, MSC GT)

Verificar que el suscriptor existe

Actualizar ubicacién VLR en la base de datos

Enviar secuencia InsertSubscriberData (ISD)

InsertSubscriberData
ISD

InsertSubscriberData
ISD

InsertSubscriberData
ISD

Respuesta UpdateLocation (hir_service_center_gt_address)

Notif*car a SMSc sobre la alcanzabilidad del susc"iptor

- [Para cada GT SMSc en hir_smsc_alert_gts]

alertServiceCenter (MSISDN)

Eliminar prefijo TON/NPI de MSISDN
Calcular IMSI

POST /api/location (user_agent=HLR GT)
200 OK

Rastrear en SubscriberTracker (activo)

alertServiceCenter ACK

swsc AP

Comportamiento

Cuando un suscriptor realiza UpdateLocation:

1. HLR envia alertServiceCenter a cada GT SMSc en la lista
hlr smsc alert gts

2. El mensaje incluye el MSISDN del suscriptor

3. HLR utiliza hlr service center gt address como el GT de la parte que
llama

4. Direccionamiento SCCP: SSN de llamada=6 (HLR), SSN llamado=8 (SMSc)

El SMSc recibe la alerta y:



e Elimina el prefijo TON/NPI del MSISDN (por ejemplo, "19123123213" -
"123123213")

e Marca al suscriptor como alcanzable en su base de datos de ubicacién (a
través de POST a /api/location)

« Establece el campo user_agent al GT HLR al llamar a la API (para
rastrear qué HLR envié la alerta)

» Establece el tiempo de expiracién de ubicacién basado en
hlr alert location expiry seconds

e Rastrea al suscriptor en el Rastreador de Suscriptores del SMSc para
monitoreo

Pruebas

Utilice la pagina Suscriptores Activos en la interfaz web para enviar
manualmente mensajes alertServiceCenter para pruebas:

1. Navegue a la pestana "Suscriptores Activos"
2. Encuentre la seccién "Probar Centro de Servicio de Alerta"
3. Ingrese MSISDN, GT SMSc y GT HLR (los valores predeterminados estan
pre-poblados desde la configuracién)
o GT SMSc predeterminado es la primera entrada en
hlr smsc alert gts

o GT HLR predeterminado es hlr service center gt address

4. Haga clic en "Enviar alertServiceCenter"

Esto es util para probar el manejo de alertas del SMSc sin requerir un flujo
completo de UpdatelLocation. El formulario utiliza validacién phx-blur para
evitar mostrar errores mientras se escribe.

Configuracion de InsertSubscriberData (ISD)

Después de una actualizaciéon de ubicacion exitosa, el HLR envia datos de
provisidon de suscriptor al VLR utilizando mensajes InsertSubscriberData
(ISD). La configuraciéon de ISD permite personalizar qué datos se envian y
cémo.



Para referencia de parametros de configuracion, consulte

Secuencia ISD

El HLR puede enviar hasta 3 mensajes ISD secuenciales:
1. ISD #1 (Siempre enviado) - Datos basicos del suscriptor:

o |MSI

o MSISDN

o Categoria de suscriptor

o Estado del suscriptor (serviceGranted)
o Lista de servicios de portadora

o Lista de teleservicios

o Modo de acceso a la red

2. I1SD #2 (Opcional) - Datos de Servicios Suplementarios (SS):

o Configuraciones de desvio de llamadas (incondicional, ocupado, sin
respuesta, no alcanzable)

o Espera de llamadas
o Retencién de llamadas
o Servicio de multiples partes

o Estado y caracteristicas del servicio suplementario

3. ISD #3 (Opcional) - Datos de Barring de Llamadas:

o Barring de todas las llamadas salientes (BAOC)
o Barring de llamadas internacionales salientes (BOIC)

o Datos de restriccién de acceso

Opciones de Configuracion



# Configuracidn de InsertSubscriberData

# Modo de Acceso a la Red: :packetAndCircuit, :packetOnly, o
:CcircuitOnly

isd network access mode: :packetAndCircuit,

# Enviar ISD #2 (datos de Servicios Suplementarios)
isd send ss data: true,

# Enviar ISD #3 (datos de Barring de Llamadas)
isd send call barring: true,

Modo de Acceso a la Red

El parédmetro isd network access mode controla qué tipo de acceso a la red se
permite al suscriptor:

Valor Descripcion Caso de Uso

Tanto conmutado por

Predeterminado -
_ : paquete (GPRS/LTE) como )
:packetAndCircuit . Suscriptores de
conmutado por circuito

servicio completo

(voz)
Solo conmutado por Tarjetas SIM solo de

: packetOnly . "
paquete (datos/LTE) datos, dispositivos loT

Sol tad Dispositivos
olo conmutado por
:circuitOnly o P heredados, planes solo
circuito (voz/SMS) q
e voz

Controlando Mensajes ISD
Puedes controlar qué mensajes ISD se envian segun tus requisitos de red:

Enviar todos los ISDs (Predeterminado - Conjunto completo de
caracteristicas):



isd send ss data: true,
isd send call barring: true,

Enviar solo datos basicos del suscriptor (Provisionamiento minimo):

isd send ss data: false,
isd send call barring: false,

Enviar basico + servicios suplementarios (Sin barring de llamadas):

isd send ss data: true,
isd send call barring: false,

Ejemplo de Flujo ISD

Cuando se recibe UpdatelLocation:

VLR - HLR: UpdatelLocation (INICIO)

HLR - VLR: InsertSubscriberData #1 (CONTINUAR) - Datos basicos

VLR - HLR: ISD #1 ACK (CONTINUAR)

HLR - VLR: InsertSubscriberData #2 (CONTINUAR) - Datos SS [si esta
habilitado]

VLR - HLR: ISD #2 ACK (CONTINUAR)

HLR - VLR: InsertSubscriberData #3 (CONTINUAR) - Barring de
1lamadas [si estd habilitado]

VLR - HLR: ISD #3 ACK (CONTINUAR)

HLR - VLR: Respuesta UpdatelLocation (FIN)

Si isd send ss data 0 isd send call barring estén configurados como
false, esos mensajes ISD se omiten, y el UpdateLocation FIN se envia antes.

Mejores Practicas

e Configuracion Predeterminada: Utilice :packetAndCircuit y habilite
todos los ISDs para maxima compatibilidad

e loT/M2M: Utilice :packetOnly y desactive datos SS/barring de llamadas
para dispositivos solo de datos



* Interoperabilidad: Algunos VLRs mas antiguos pueden no soportar todos
los servicios suplementarios - desactive isd send ss data si encuentra
problemas

e Rendimiento: Desactivar ISDs no utilizados reduce la sobrecarga de
mensajes y acelera las actualizaciones de ubicacién

Integracion CAMEL

Configuracion CAMEL para SendRoutinginfo

Al responder a solicitudes de SendRoutingInfo (SRI) de un GMSC (Gateway
MSC), el HLR puede instruir al GMSC para invocar servicios CAMEL para
enrutamiento inteligente de llamadas y control de servicios.

Para referencia de pardmetros de configuraciéon, consulte

¢Qué es CAMEL?

CAMEL (Aplicaciones Personalizadas para Légica Mejorada de Redes Moviles)
es un protocolo que permite servicios de red inteligente en redes GSM/UMTS.
Permite a los operadores de red implementar servicios de valor agregado
como:

e Facturacién prepago

e Filtrado y barring de llamadas

e Redes Privadas Virtuales (VPN)

e Servicios de tarifa premium

e Desvio de llamadas con ldgica personalizada

e Servicios basados en ubicacién

Opciones de Configuracion



# Configuracién CAMEL (para respuestas SendRoutingInfo)
# Clave de Servicio para la iniciacién de servicios CAMEL
camel service key: 11 110,

# Punto de Deteccién de Disparador CAMEL
# Opciones: :termAttemptAuthorized, :tBusy, :tNoAnswer, :tAnswer
camel trigger detection point: :termAttemptAuthorized,

Clave de Servicio

La camel service key identifica qué servicio CAMEL debe ser invocado en el
gsmSCF (Funcién de Control de Servicio). Este es un identificador numérico
configurado en su red:

Clave de , .
o Caso de Uso Tipico
Servicio
ERRET: Control de llamadas terminadas prepago
- (predeterminado)
100 Servicio prepago de origen
200 Desvio de llamadas con légica personalizada
300 Red Privada Virtual (VPN)
Personalizado Servicios especificos del operador

Ejemplo de Configuracion:

# Para control de llamadas terminadas prepago
camel service key: 11 110,

# Para servicio VPN
camel service key: 300,

Punto de Deteccion de Disparador



El camel trigger detection point especifica cuando debe activarse el

servicio CAMEL durante el establecimiento de la llamada:

Punto de Detecciéon Descripcion

Intento de llamada
:termAttemptAuthorized  autorizado
(predeterminado)

: tBusy Ocupado terminando

Sin respuesta

:tNoAnswer ,
terminando

:tAnswer Respuesta terminando

Ejemplos de Configuracion:

Cuando se Activa

Antes de que la
[lamada sea
enrutada al
suscriptor

Cuando el
suscriptor esta
ocupado

Cuando el
suscriptor no
responde

Cuando el
suscriptor responde
la llamada

Control prepago estandar (activar antes del enrutamiento):

camel trigger detection point: :termAttemptAuthorized,

Manejo personalizado de ocupado (activar cuando estd ocupado):

camel trigger detection point: :tBusy,

Facturacion basada en respuesta (activar al responder):

camel trigger detection point: :tAnswer,



Respuesta SRl con CAMEL

Cuando esta configurado, las respuestas SendRoutingInfo incluyen informacidén

de suscripcién CAMEL:

GMSC - HLR: SendRoutingInfo (INICIO)
HLR - GMSC: Respuesta SRI (FIN) con:
- IMSI
- Ndmero VLR
- Estado del suscriptor
- Informacion de enrutamiento CAMEL:
* Clave de Servicio: 11 110
* Direccion gsmSCF: <direccidn configurada>
* Punto de Deteccidn de Disparador: termAttemptAuthorized
* Manejo de Llamadas por Defecto: continueCall

GMSC contacta a gsmSCF en el punto de disparo para ejecutar el
servicio CAMEL

Mejores Practicas

e Redes de Produccion: Utilice claves de servicio estandarizadas
acordadas con su proveedor de gsmSCF

* Pruebas: Utilice :termAttemptAuthorized para pruebas mas completas

» Servicios Prepagos: La clave de servicio 11 110 es un estandar comun
de la industria para llamadas terminadas prepago

e Manejo de Respaldo: defaultCallHandling: :continueCall asegura
gue las llamadas contintden si el gsmSCF no esté disponible

Manejo de Suscriptores en
Roaming

Deteccion de VLR de Hogar vs VLR en Roaming

Cuando el HLR recibe una solicitud de SendRoutinglnfo (SRI), necesita
determinar si el suscriptor estd en un VLR "de hogar" (dentro de su red) o en



un VLR en roaming (visitando otra red). El comportamiento difiere seguin esta
determinacion:

Para referencia de pardmetros de configuraciéon, consulte

* VLR de Hogar: Devolver respuesta SRI estandar con informacion de
enrutamiento CAMEL

* VLR en Roaming: Enviar una solicitud de Proveer NUmero en Roaming
(PRN) para obtener un MSRN, luego devolverlo en la respuesta SRI

Configuracion

# Prefijos de VLR de Hogar

# Lista de prefijos de direcciéon VLR que se consideran "red" de
hogar

# Si la direccidén VLR del suscriptor comienza con uno de estos
prefijos, usar respuesta SRI estandar

# De lo contrario, el suscriptor esta en roaming y necesitamos
enviar PRN para obtener MSRN

home vlr prefixes: ["555123"],

Ejemplo de Configuracion:

# Un solo operador de red de hogar
home vlr prefixes: ["555123"],

# Maltiples operadores de red de hogar (por ejemplo, diferentes

regiones o subsidiarias)
home vlr prefixes: ["555123", "555124", "555125"],

Como Funciona

1. Flujo de Suscriptor de Hogar (Estandar)

Cuando la direccion VLR del suscriptor comienza con un prefijo de hogar
configurado:



GMSC - HLR: SendRoutingInfo (MSISDN: "1234567890")
HLR consulta la API backend para datos del suscriptor
HLR verifica la direccién VLR: "5551234567"
HLR determina: VLR comienza con "555123" - Red de hogar
HLR - GMSC: Respuesta SRI con informacién de enrutamiento CAMEL:
- IMSI
- Ndmero VLR: "5551234567"
- Direccion gsmSCF (MSC): "5551234501"
- Clave de servicio CAMEL: 11 110
- Punto de deteccién de disparador: termAttemptAuthorized

2. Flujo de Suscriptor en Roaming (PRN Requerido)

Cuando la direccién VLR del suscriptor NO coincide con ningun prefijo de hogar:

GMSC - HLR: SendRoutingInfo (MSISDN: "1234567890")
HLR consulta la API backend para datos del suscriptor
HLR verifica la direccién VLR: "49170123456"
HLR determina: VLR no comienza con "555123" - Roaming
HLR - MSC: ProvideRoamingNumber (PRN):

- MSISDN: "1234567890"

- IMSI: "999999876543210"

- Ndmero MSC: "49170123456"

- Direccion GMSC: "5551234501"
MSC - HLR: Respuesta PRN con MSRN: "49170999888777"
HLR - GMSC: Respuesta SRI con informacién de enrutamiento:

- IMSI

- Ndmero VLR: "49170123456"

- Ndmero en Roaming (MSRN): "49170999888777"

Diferencias en la Estructura de Respuesta

Respuesta SRI de Suscriptor de Hogar



%{
imsi: "999999876543210",
extendedRoutingInfo: {
:camelRoutingInfo, %{
gmscCamelSubscriptionInfo: %{
"t-CSI": %{
serviceKey: 11 110,
"gsmSCF-Address": "5551234501",
defaultCallHandling: :continueCall,
"t-BcsmTriggerDetectionPoint": :termAttemptAuthorized
}
}
}
¥,

subscriberInfo: %{
locationInformation: %{"vlr-number": "5551234567"},
subscriberState: {:notProvidedFromVLR, :NULL}

Respuesta SRI de Suscriptor en Roaming

o°
-~

imsi: "999999876543210",
extendedRoutingInfo: {
:routingInfo, %{
roamingNumber: "49170999888777" # MSRN de PRN
}
¥,

subscriberInfo: %{
locationInformation: %{"vlr-number": "49170123456"},
subscriberState: {:notProvidedFromVLR, :NULL}

Operacion de Proveer Numero en Roaming
(PRN)

Estructura de Solicitud PRN



La solicitud PRN enviada al MSC/VLR contiene:

Campo Fuente Descripcion
Solicitud i , .
MSISDN SR Numero de teléfono del suscriptor
IMSI API HLR IMSI del suscriptor

} MSC que atiende al suscriptor en
Numero MSC API HLR , ,
roaming (serving msc)

. L, Solicitud GMSC que realiza la solicitud SRI
Direccion GMSC

SRI original

Numero de Referencia o Identificador de referencia de
Estatico

de Llamada [lamada

Fases CAMEL L Fases CAMEL soportadas por
Estatico

Soportadas GMSC

Manejo de Respuesta PRN

El HLR espera una respuesta PRN que contenga:

e MSRN (NUmero de Estacion Movil en Roaming): Un nimero temporal
asignado por la red visitada para enrutar la llamada

Manejo de Errores:

¢ Si PRN se agota = Devuelve error 27 (Suscriptor Ausente) en la respuesta
SRI

e Si PRN falla -» Devuelve error 27 (Suscriptor Ausente) en la respuesta SRI

e Si no se puede extraer MSRN — Devuelve error 27 (Suscriptor Ausente) en
la respuesta SRI



Ejemplos de Configuracion

Operador de Red de Hogar Unico

# Todas las direcciones VLR que comienzan con "555123" se
consideran de hogar
home vlr prefixes: ["555123"],

e VLR 5551234567 — Hogar (respuesta CAMEL)
e VLR 5551235001 — Hogar (respuesta CAMEL)
e VLR 49170123456 — Roaming (PRN + respuesta MSRN)

Operador Multi-Region

# Maltiples redes de hogar en diferentes regiones
home vlr prefixes: ["555123", "555124", "555125"],

VLR 5551234567 — Hogar (region 1)

VLR 5552341234 - Hogar (region 2)
VLR 5553411111 - Hogar (regién 3)

VLR 44201234567 —» Roaming (internacional)

Configuracion de Pruebas

Para probar la funcionalidad PRN, establezca una lista vacia para tratar todos
los VLR como roaming:

# Todos los VLRs se tratan como roaming (para probar flujo PRN)
home vlr prefixes: [],

Mejores Practicas

» Seleccion de Prefijos: Utilice el prefijo Unico mas corto que identifique los
VLRs de su red (por ejemplo, cédigo de pais + cddigo de red)

» Miuiltiples Prefijos: Incluya todos los prefijos de VLR en su red, incluidos
diferentes regiones y subsidiarias



* Acuerdos de Roaming: Asegurese de que PRN sea soportado
adecuadamente por las redes de socios de roaming

e Pruebas: Pruebe a fondo tanto escenarios de hogar como de roaming
antes de la implementacién en produccién

* Monitoreo: Monitoree las tasas de tiempo de espera de PRN para
identificar problemas de conectividad con socios de roaming

Solucion de Problemas
Sintoma: Todos los suscriptores tratados como roaming

e Causa: home vlr prefixes no configurado o los prefijos no coinciden con
las direcciones VLR

» Solucion: Verifique las direcciones VLR en su base de datos y actualice los
prefijos en consecuencia

Sintoma: Solicitudes PRN que se agotan

e Causa: Problemas de conectividad de red con el MSC/VLR del socio de
roaming

e Solucidn: Verifique el enrutamiento M3UA/SCCP a las direcciones MSC
remotas

Sintoma: MSRN invalido en la respuesta SRI

e Causa: El formato de respuesta PRN del socio de roaming no coincide con
la estructura esperada

» Solucion: Revise los registros de respuesta PRN y ajuste
extract msrn_from prn/1 si es necesario

Operaciones HLR

Operaciones MAP Soportadas

e updatelLocation (Cédigo de operacién 2) - Registrar ubicaciéon VLR



sendAuthenticationInfo (Cddigo de operacién 56) - Generar vectores de
autenticacioén

e sendRoutingInfo (Cddigo de operacién 22) - Proporcionar MSRN para
[lamadas con soporte CAMEL

» sendRoutingInfoForSM (Cédigo de operacién 45) - Proporcionar GT de MSC
para SMS

* cancellLocation (Cédigo de operacién 3) - Desregistrar del antiguo VLR

e insertSubscriberData (Cddigo de operacién 7) - Enviar perfil de suscriptor

Mapeo de Campos de Respuesta
Esta seccién detalla de dénde proviene cada campo en las respuestas HLR.

Respuesta SendRoutinginfo (SRI)

Propdsito: Proporciona informacién de enrutamiento para llamadas entrantes
a un suscriptor.

El HLR proporciona dos tipos de respuesta diferentes segun si el suscriptor esta
en un VLR de hogar o en roaming:

Respuesta de Suscriptor de Hogar (Enrutamiento CAMEL)

Usado cuando la direcciéon VLR del suscriptor comienza con un valor
configurado en home vlr prefixes.

Estructura de Respuesta:



Campo

IMSI

Numero VLR

Estado del

Suscriptor

extendedRoutinginfo

Direccion gsmSCF

Clave de Servicio

Punto de Deteccidn
de Disparador

Manejo de
Capacidades CAMEL

Manejo de Llamadas
por Defecto

Fuente

API
OmniHSS

API
OmniHSS

Estatico

API
OmniHSS

runtime.exs

runtime.exs

Estatico

Estatico

Descripcion

IMSI del suscriptor de la base de
datos de OmniHSS

VLR actual que atiende al

suscriptor

(circuit session.assigned vlr)

Siempre notProvidedFromVLR

Tipo: camelRoutingInfo

MSC que atiende al suscriptor
(circuit session.assigned msc)

Identificador de servicio CAMEL
(camel service key)

Cuando activar CAMEL
(camel trigger detection point)

Nivel de soporte de fase CAMEL

Respaldo si gsmSCF no esta
disponible

Respuesta de Suscriptor en Roaming (Enrutamiento MSRN)

Usado cuando la direccidon VLR del suscriptor NO coincide con ningun valor

configurado en home vlr prefixes.

Estructura de Respuesta:



Campo Fuente Descripcion

IMSI API IMSI del suscriptor de la base de

OmniHSS datos de OmniHSS

oFT VLR actual que atiende al
Numero VLR , suscriptor

OmniHSS

(circuit session.assigned vlr)
Estado del Lo . .
. Estatico Siempre notProvidedFromVLR

Suscriptor
extendedRoutinginfo - Tipo: routingInfo

Numero en Roaming Respuesta  MSRN obtenido de la solicitud
(MSRN) PRN ProvideRoamingNumber

Laogica de Decision de Enrutamiento:

1. OmniSS7 recibe solicitud SendRoutingInfo
2. OmniSS7 consulta datos del suscriptor desde la API de OmniHSS
3. OmniSS7 verifica la direccién VLR contra home vlr prefixes:

Si VLR comienza con prefijo de hogar:
- Devolver informacién de enrutamiento CAMEL (flujo de
suscriptor de hogar)

Si VLR NO coincide con ningun prefijo de hogar:
- Enviar ProvideRoamingNumber (PRN) al MSC
- Extraer MSRN de la respuesta PRN
- Devolver informacién de enrutamiento con MSRN (flujo de
suscriptor en roaming)

Flujo de Datos:

e OmniSS7 consulta a OmniHSS para obtener informacidén del suscriptor
e OmniHSS devuelve IMSI, ubicaciéon actual VLR/MSC y estado del suscriptor

e OmniSS7 utiliza estos datos para construir la respuesta MAP



Requisitos de Configuracion:

# En runtime.exs
home vlr prefixes: ["555123"], # Lista de prefijos de VLR de
hogar

Respuestas de Error:

* Si serving vlr y serving msc son null: Devuelve error 27 (Suscriptor
Ausente)

e Si el suscriptor no se encuentra: Devuelve error 1 (Suscriptor Desconocido)

e Sila solicitud PRN se agota (caso de roaming): Devuelve error 27
(Suscriptor Ausente)

» Sila respuesta PRN es invalida (caso de roaming): Devuelve error 27
(Suscriptor Ausente)

Respuesta UpdatelLocation con InsertSubscriberData

Proposito: Registra al suscriptor en un nuevo VLR y provisiona datos del
suscriptor.

Respuesta UpdatelLocation FIN

Campo Fuente Descripcion Ejemplo
Numero _ Titulo Global de este HLR
runtime.exs - "5551234568
HLR (hlr service center gt address)
Tipo de . .
. . Respuesta final después de todos
Mensaje Estatico FIN
los ISDs
TCAP

InsertSubscriberData #1 (Datos Basicos del Suscriptor)



Campo Fuente
IMSI Solicitud
MSISDN AP

OmniHSS

Categoria Estatico
Estado del .

. Estatico
Suscriptor
Lista de
Servicios de Estatico
Portadora
Lista de -

. Estatico

Teleservicios
Modo de
Acceso a la runtime.exs
Red

Descripcion

De la solicitud
UpdateLocation

NUmero de teléfono del
suscriptor de OmniHSS

Categoria del suscriptor

Estado del servicio

Servicios de portadora
soportados

Teleservicios soportados

Acceso por paquete/circuito
(isd network access mode)

InsertSubscriberData #2 (Servicios Suplementarios) - Opcional

Ejemplo

*99999987654:

"555123456"

"\n" (OxO0A)

:serviceGrant

[<&1lt;31>>]

[<&1t;17>>, !
II\II n ]

:packetAndCiy



Campo

SS
Provisionados

Desvio de
Llamadas

Espera de
Llamadas

Servicio de

Multiples
Partes

ISD #2 incluye:

Fuente

Estatico

Estatico

Estatico

Estatico

Descripcion

Datos de servicios
suplementarios

Configuraciones de
desvio (incondicional,
ocupado, sin
respuesta, no
alcanzable)

Estado del servicio de
espera de llamadas

Soporte para
[lamadas de
conferencia

* Desvio de llamadas incondicional (cédigo SS 21)

» Desvio de llamadas en ocupado (cédigo SS 41)

» Desvio de llamadas en sin respuesta (cédigo SS 42)

* Desvio de llamadas en no alcanzable (c6digo SS 62)

» Espera de llamadas (cédigo SS 43)

» Servicio de multiples partes (cédigo SS 51)
e Servicios CLIP/CLIR

InsertSubscriberData #3 (Barring de Llamadas) - Opcional

Controlado Por

isd send ss data:
true

Config habilitado

Config habilitado

Config habilitado



Campo Fuente Descripcion Controlado Por

Informacion Configuraciones
de Barring Estatico de barring de
de Llamadas llamadas

isd send call barring:
true

Barring de Todas
o las Llamadas ) .
BAOC Estatico ) oo Config habilitado
Salientes (cddigo

SS 146)

Barring de
Llamadas
BOIC Estatico Internacionales Config habilitado
Salientes (cédigo
SS 147)

Datos de Restricci q
estricciones de
Restriccion Estatico Config habilitado
acceso a la red
de Acceso

Control de Secuencia ISD:

e ISD #1: Siempre enviado - Contiene datos esenciales del suscriptor
e ISD #2: Enviado solo si isd send ss data: true en runtime.exs

* ISD #3: Enviado solo si isd send call barring: true en runtime.exs

Respuesta SendRoutinginfoForSM (SRI-for-SM)

Propdsito: Proporciona informacién de enrutamiento MSC/SMSC para la
entrega de SMS. Cuando un SMSc necesita entregar un SMS a un suscriptor,
envia una solicitud SRI-for-SM al HLR para determinar dénde enrutar el
mensaje.

Estructura de Respuesta:



Campo Fuente Descripcion Como Generado

IMSI sintético
PLMN PREFIX +

IMSI Calculado derivado de
zero padded MSISDN

MSISDN
Numero Direccion GT
de _ SMSc para _

runtime.exs ) smsc_service center gt address

Nodo enrutamiento
de Red de SMS

Parametros de Configuracion (de runtime.exs):

# Direccién del Centro de Servicio GT (devuelta en respuestas SRI-
for-SM)

# Esto le dice al SMSc solicitante donde enviar mensajes MT-
ForwardSM

smsc_service center gt address: "5551234567", # Requerido

# Configuracién de Mapeo MSISDN o IMSI

# Prefijo PLMN: MCC (001 = Red de Prueba) + MNC (01 = Operador de
Prueba)

hlr imsi plmn prefix: "001001", # iUnico
parametro de configuracién necesario!

Mapeo MSISDN « IMSI

Parametros de Configuracion:

Estos parametros controlan cémo OmniSS7 genera IMSIs sintéticos a partir de
MSISDNs para respuestas SRI-for-SM:

e hlr_imsi_plmn_prefix: El prefijo MCC+MNC que se utilizara al construir
IMSIs sintéticos (por ejemplo, "50557" para MCC=505, MNC=57)

e hlr_msisdn_country code: CAdigo de pais que se debe anteponer al hacer
el mapeo inverso IMSI-MSISDN (por ejemplo, "61" para Australia, "1" para
EE.UU./Canad3d)



* hlr_msisdn_nsn_offset: Posicidon de caracter donde comienza el Numero
de Suscriptor Nacional (NSN) dentro del MSISDN (tipicamente O si el
MSISDN no incluye cédigo de pais, o longitud del cédigo de pais si lo
incluye)

* hlr_msisdn_nsn_length: NUmero de digitos a extraer del MSISDN como el
NSN

Para detalles adicionales de configuracion, consulte

¢Por qué se Necesita el Mapeo MSISDN a IMSI?

El protocolo MAP para SendRoutinginfoForSM (SRI-for-SM) requiere que el
HLR devuelva un IMSI (ldentidad Internacional de Suscriptor Mévil) en su
respuesta. Sin embargo, el SMSc solicitante solo conoce el MSISDN (nUimero
de teléfono del suscriptor).

En una red tradicional:

e ElI SMSc envia SRI-for-SM con el MSISDN de destino (por ejemplo,
"5551234567")

e El HLR debe buscar al suscriptor en su base de datos para encontrar su
IMSI

e El HLR devuelve el IMSI en la respuesta SRI-for-SM
e El SMSc luego utiliza este IMSI al enviar MT-ForwardSM al MSC/VLR

Enfoque de OmniSS7 - IMSIs Sintéticos:

En lugar de mantener una base de datos completa de suscriptores con mapeos
MSISDN a IMSI, OmniSS7 utiliza un esquema de codificacién simple para
calcular IMSIs sintéticos directamente a partir del MSISDN. Este enfoque
proporciona dos beneficios clave:

1. Privacidad: Los verdaderos IMSIs de suscriptores almacenados en la base
de datos HLR nunca se exponen en las respuestas SRI-for-SM enviadas a
través de la red SS7

2. Simplicidad: No es necesario consultar la base de datos HLR para
busquedas de IMSI durante las operaciones SRI-for-SM - el IMSI se calcula
sobre la marcha a partir del MSISDN



Cémo Funciona:

Los MSISDNs se codifican directamente en la porcién de suscriptor del IMSI (los
digitos después de MCC+MNC):

IMSI = PLMN PREFIX + zero padded MSISDN

Donde:

e PLMN_PREFIX: MCC + MNC (por ejemplo, "001001" para Red de Prueba)
« MSISDN: Todos los digitos numéricos del nUmero de teléfono

* Relleno con Ceros: Rellenado a la izquierda con ceros para llenar el IMSI a
exactamente 15 digitos

Ejemplo Paso a Paso:

# Configuracion
plmn prefix = "001001" # MCC 001 + MNC 01

# Entrada: MSISDN de la solicitud SRI-for-SM (decodificado TBCD)
msisdn = "555123456" # 9 digitos

# Paso 1: Calcular espacio disponible para el nUmero de suscriptor
subscriber digits = 15 - String.length("001001") # = 9 digitos

# Paso 2: Rellenar MSISDN con ceros a la izquierda para llenar la
porcién de suscriptor

padded msisdn = String.pad leading("555123456", 9, "0") # =
"555123456" (sin relleno necesario)

# Paso 3: Concatenar prefijo PLMN + MSISDN rellenado

imsi = "001001" <> "555123456" # = "001001555123456" (exactamente
15 digitos)

Ejemplos Completos:



. Digitos de
MSISDN de Prefijo s int MSISDN IMSI Ei
Entrada PLMN -uscr||-o or Rellenado s
Disponibles

"001001"

"555123456" (6) 9 "555123456" "00100155512:
"001001"

*99" (6) 9 "000000099" "00100100000¢
"001001"

*999999999" (6) 9 elefeefeieieiziert "00100199999¢
"001001"

"91123456789" (6) 9 "555123456" "00100155512:

Manejo de Casos Limite:

e MSISDNSs Cortos: Rellenados a la izquierda con ceros (por ejemplo, "99"
- "000000099")

e MSISDNs Largos: Se mantienen los digitos mas a la derecha, se recortan
los digitos mas a la izquierda (por ejemplo, "91123456789" — "555123456" )

e Longitud del IMSI: Siempre exactamente 15 digitos
Manejo de Mapeo Inverso (IMSI -» MSISDN):

El SMSc puede revertir este mapeo para convertir IMSls de nuevo a MSISDNs:



# Entrada: IMSI de la respuesta
imsi = "001001555123456"

# Paso 1: Eliminar prefijo PLMN
plmn prefix = "001001"

subscriber portion = String.slice(imsi, 6, 9)

SRI-for-SM

# = "555123456"

# Paso 2: Eliminar ceros a la izquierda para obtener el MSISDN

real

msisdn = String.replace leading(subscriber portion, "0",

“555123456"

Ejemplos de Mapeo Inverso:

IMSI de Entrad Prefijo
€ Entrada

PLMN
"001001555123456" "001001"
"001001000000099" "001001"
"001001999999999" "001001"

Propiedades de Este Mapeo:

Porcidon de
Suscriptor

"555123456"

"000000099"

*999999999"

Eliminar
Ceros a la
Izquierda
"555123456"

n 99 n

*999999999"

# =

MSISDI
Final

"5551234!

n 99 n

"9999999¢

e [] Determinista: El mismo MSISDN siempre produce el mismo IMSI

[lamadas API

Manejo de Entrada MSISDN:

[] Reversible: Se puede convertir de IMSI a MSISDN

[0 Configuracion Minima: Solo requiere hlr _imsi plmn prefix

[] Siempre 15 Digitos: El IMSI es siempre exactamente 15 digitos

Cuando el HLR recibe una solicitud SRI-for-SM, el MSISDN pasa por

decodificacién TBCD:

[] Proteccion de Privacidad: Los verdaderos IMSIs nunca se exponen

[] Sin Busqueda en Base de Datos: Calculo rapido, no se necesitan



1. Decodificacion TBCD: Convertir TBCD binario a cadena (puede incluir
prefijo TON/NPI como "91")

2. Extraer Digitos: Mantener solo digitos numéricos, eliminar cualquier
caracter no numeérico

3. Normalizar: Si es mas largo gue el espacio disponible, tomar los digitos
mas a la derecha; si es mas corto, rellenar con ceros a la izquierda

4. Codificar: Concatenar prefijo PLMN + MSISDN normalizado

Consideraciones de Seguridad:

Los IMSIs sintéticos devueltos en las respuestas SRI-for-SM son puramente para
fines de enrutamiento. No son los verdaderos IMSIs almacenados en la base de
datos de suscriptores HLR. Esto proporciona una capa adicional de proteccién
de privacidad, ya que los verdaderos IMSIs de suscriptores solo se exponen
cuando es absolutamente necesario (por ejemplo, durante operaciones
UpdateLocation o SendAuthenticationIinfo que requieren verdaderos vectores
de autenticacién).

Flujo de Respuesta:

1. SMSc - HLR: Solicitud SRI-for-SM
- MSISDN (TBCD): "91123456789" (incluye TON/NPI)

2. Procesamiento HLR:
- Decodificacién TBCD: "91123456789"
- Extraer digitos: "91123456789" (11 digitos)
- Ajustar a 9 digitos: "555123456" (9 mas a la derecha)
- Agregar PLMN: "001001" + "555123456" = "001001555123456"
- Obtener GT SMSc de la configuracién: "5551234567"

3. HLR - SMSc: Respuesta SRI-for-SM
- IMSI: "001001555123456" (sintético, siempre 15 digitos)
- Ndmero de Nodo de Red: "5551234567" (dénde enviar MT-
ForwardSM)

4. SMSc envia MT-ForwardSM a "5551234567" con IMSI
"001001555123456"

Configuracion:



Los siguientes parametros se utilizan en runtime.exs:

# Prefijo PLMN: MCC (001 = Red de Prueba) + MNC (01 = Operador de

Prueba)

hlr imsi plmn prefix: "001001",

# Extraccién de NSN (si los MSISDN incluyen cédigo de pais)
hlr msisdn country code: "1",

(IMSI-MSISDN)

hlr msisdn nsn offset: 1,

pais

hlr msisdn nsn length: 10

Configuracion de Extraccion de NSN.:

# Utilizado para mapeo inverso
# Omitir 1 digito del cddigo de

# Extraer 10 digitos de NSN

Si sus MSISDN incluyen el cédigo de pais (por ejemplo, "68988000088" en lugar
de solo "88000088" ), debe configurar la extraccién de NSN:

* hlr_msisdn_nsn_offset: Posicion donde comienza el NSN (tipicamente la
longitud de su cddigo de pais)

* hlr_msisdn_nsn_length: NUmero de digitos en el NSN

Ejemplos:
Cddigo
Ejemplo de
Pais

CCdel e
digito
CCde?2

) . II99II
digitos
CCde3

o ||999||
digitos

Cémo Funciona:

Ejemplo
MSISDN

"95551234567"

"99412345678"

*99988000088"

nsn_offset nsn_length Exl::
] 10 "55512
5 9 "41234
3 3 "8800¢



1. MSISDN - IMSI: Extraer NSN del MSISDN, rellenar con ceros a la
izquierda, concatenar con prefijo PLMN

MSISDN: "99988000088"

NSN: String.slice("99988000088", 3, 8) = "88000088"
MSISDN Rellenado: "088000088" (9 digitos)

IMSI: "547050" + "088000088" = "547050088000088"

2. IMSI -» MSISDN: Eliminar prefijo PLMN, eliminar ceros a la izquierda,
anteponer cédigo de pais

IMSI: "547050088000088"

Porciéon de Suscriptor: "088000088"

Eliminar ceros: "88000088"

MSISDN: "+999" + "88000088" = "+99988000088"

Requisitos de API: Ninguno - SRI-
for-SM utiliza valores calculados y
configuracion solamente. No se



requieren llamadas a la APl de
backend.

Resumen de Fuentes de Campos

Tipo de
Fuente

API

OmniHSS

runtime.exs

Estatico

Solicitud

Calculado

Descripcion

Datos dinamicos
de la base de
datos de
suscriptores
OmniHSS

Parametros de
configuracién de
OmniSS7

Valores
codificados en el
generador de
respuestas

Campos
extraidos de la
solicitud MAP
entrante

Valores
derivados
utilizando légica

Ejemplos

IMSI, MSISDN, VLR/MSC que atiende
desde circuit_session

smsc_service center gt address,
camel service key,
isd network access mode

Estado del suscriptor, servicios de
portadora, codigos SS

IMSI de UpdatelLocation, MSISDN de
SRI

IMSI sintético en SRI-for-SM
(hir_imsi_prefix + NSN)

Dependencias de Configuracion

Requerido en runtime.exs:



* hlr service center gt address - Usado en respuestas UpdatelLocation

e smsc_service center gt address - Usado en respuestas SRI-for-SM
(dénde se deben enrutar MT-ForwardSM)

Opcional en runtime.exs (con valores predeterminados):

camel service key - Predeterminado: 11 110

e camel trigger detection point - Predeterminado:

:termAttemptAuthorized
e isd network access mode - Predeterminado: :packetAndCircuit
e isd send ss data - Predeterminado: true
e isd send call barring - Predeterminado: true

* hlr imsi plmn prefix - Predeterminado: "001001" (prefijo PLMN para
mapeo MSISDN«IMSI)

Requerido de OmniHSS:

OmniHSS debe proporcionar puntos finales de APl REST para:

BlUsqueda de suscriptores por IMSI y MSISDN

Actualizaciones de ubicacion de sesidn de circuito (asignacién de VLR/MSC)

Generacion de vectores de autenticacion

Consultas sobre estado de suscriptores y perfiles de servicio

Documentacion Relacionada

Documentacion de OmniSS7:



Documentacion de OmniHSS: Para gestion de suscriptores, provision,
configuracién de autenticacién y operaciones administrativas, consulte la
documentacion del producto OmniHSS. OmniHSS contiene toda la ldgica
de base de datos de suscriptores, algoritmos de autenticacién, reglas de
provisién de servicios y capacidades de gestiéon Multi-IMSI.

OmniSS7 por Omnitouch Network Services



Guia de Configuracion
del Cliente MAP

Esta guia proporciona una configuracién detallada para usar OmniSS7 como un
Cliente MAP para enviar solicitudes del protocolo MAP a elementos de red.

Tabla de Contenidos

o LA W N+



¢Qué es el Modo Cliente MAP?

El Modo Cliente MAP permite que OmniSS7 se conecte como un Proceso de
Servidor de Aplicaciones (ASP) a un par M3UA (STP o SGP) y envie/reciba
mensajes MAP (Parte de Aplicacion Movil) para servicios como:

* Consultas HLR: SRI (Enviar Informaciéon de Enrutamiento), SRI-para-SM,
Informacion de Autenticacion

e Actualizaciones de Ubicacion: Actualizar Ubicacidén, Cancelar Ubicacién

» Gestion de Suscriptores: Proveer NUmero de Roaming (PRN), Insertar
Datos del Suscriptor

Arquitectura de Red

Aed E57 Elementos de Red del

OmniSST [Cliente MAFP) - * HLR/HSS

APl REST ® Mator del Clisnte MAFP | " M3IUA ASP - MIUASCTP -

T =  MSCOVLR

Habilitar el Modo Cliente MAP

Edita config/runtime.exs y configura los ajustes del cliente MAP. Para una
referencia de configuracién completa, consulta



Configuracion Basica

config :omniss7,
# Habilitar el modo Cliente MAP
map_client enabled: true,

# Conexién M3UA para el Cliente MAP (se conecta como ASP a
STP/SGP remoto)
map_client m3ua: %{
mode: "ASP", # Modo M3UA: "ASP" (cliente)
o "SGP" (servidor)
callback: {MapClient, :handle payload, []}, # Callback para
mensajes entrantes

process name: :map client asp, # Nombre del proceso
registrado

local ip: {10, 0, 0, 100}, # Direccién IP local

local port: 2905, # Puerto SCTP local

remote ip: {10, 0, 0, 1}, # IP STP/SGP remota

remote port: 2905, # Puerto STP/SGP remoto

routing context: 1 # Contexto de enrutamiento
M3UA



Ejemplo de Configuracion en Produccion

config :omniss7,
# Habilitar el Cliente MAP para produccién
map _client enabled: true,

# Conexién M3UA en produccidn
map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, [1},
process name: :map client asp,
local ip: {10, 0, 0, 100},
local port: 2905,
remote ip: {10, 0, 0, 1}, # IP STP en produccidn
remote port: 2905,
routing context: 1

}
config :control panel,
web: %{
listen ip: "0.0.0.0",
port: 443,

hostname: "ss7-gateway.example.com",
enable tls: true,

tls cert: "/etc/ssl/certs/gateway.crt",
tls key: "/etc/ssl/private/gateway.key"



Operaciones MAP Disponibles



1. Enviar Informacion de Enrutamiento para
SM (SRI-para-SM)

Consulta al HLR para determinar el MSC que sirve para la entrega de SMS. Para
informacioén detallada sobre cémo el HLR procesa las solicitudes SRI-para-SM,
consulta

Endpoint de la API: POST /api/sri-for-sm

Solicitud:

{
"msisdn": "447712345678",

"serviceCenter": "447999123456"

Respuesta:

{
"result": {
"imsi": "234509876543210",
"locationInfoWithLMSI": {
"networkNode-Number": "447999555111"

Ejemplo de cURL:

curl -X POST http://localhost/api/sri-for-sm \
-H "Content-Type: application/json" \
-d '{
"msisdn": "447712345678",
"serviceCenter": "447999123456"

} 1



2. Enviar Informacion de Enrutamiento (SRI)
Consulta al HLR para obtener informacién de enrutamiento de llamadas de voz.
Endpoint de la API: POST /api/sri

Solicitud:

{
"msisdn": "447712345678",

“gmsc": "447999123456"
}

Respuesta:

{

"result": {
"imsi": "234509876543210",
"extendedRoutingInfo": {
“routingInfo”: {
"roamingNumber": "447999555222"
}
}
}
}

3. Proveer Numero de Roaming (PRN)
Solicita un nidmero de roaming temporal (MSRN) del MSC que sirve.
Endpoint de la API: POST /api/prn

Solicitud:



"msisdn": "447712345678",
“gmsc": "447999123456",
"msc_number": "447999555111",
"imsi": "234509876543210"

4. Enviar Informacion de Autenticacion
Solicita vectores de autenticacién del HLR para la autenticacién del suscriptor.
Endpoint de la API: POST /api/send-auth-info

Solicitud:

"imsi": "234509876543210",
"vectors": 5

}
Respuesta:
{
"result": {
"authenticationSetList": [
{
"rand": "0123456789ABCDEF0123456789ABCDEF",
"xres": "ABCDEF0123456789",
"ck": "0123456789ABCDEF0123456789ABCDEF",
"ik": "FEDCBA9876543210FEDCBA9876543210",
"autn": "0123456789ABCDEF0123456789ABCDEF"
}
]
}



5. Actualizar Ubicacidn

Registra la ubicacion actual de un suscriptor con el HLR. Para informacién
detallada sobre el procesamiento de UpdatelLocation y las secuencias de
InsertSubscriberData, consulta

Endpoint de la API: POST /api/updatelLocation

Solicitud:

"imsi": "234509876543210",
"vir": "447999555111"



Resumen de Operaciones MAP

sendAuthenticationinfo
Opcode: 56

sendRoutingInfo
Opcode: 22

Enviando Solicitudes a través de la
API

Usando Swagger Ul

La interfaz Swagger Ul proporciona una interfaz interactiva para enviar
solicitudes SS7.



Acceder a Swagger Ul:

1. Navega a http://your-server/swagger
2. Explora los endpoints de API disponibles

3. Haz clic en cualquier endpoint para expandir sus detalles

Enviando una Solicitud:

1. Haz clic en el endpoint que deseas usar (por ejemplo, /api/sri-for-sm)
2. Haz clic en el botén "Try it out"

3. Completa los parametros requeridos en el cuerpo de la solicitud

4. Haz clic en "Execute"

5. Visualiza la respuesta a continuacién

Cddigos de Respuesta de la API

» 200 - Exito, resultado devuelto en el cuerpo de la respuesta
* 400 - Solicitud Incorrecta, parametros invalidos

e 504 - Tiempo de Espera del Gateway, sin respuesta de la red SS7 dentro de
los 10 segundos

Métricas del Cliente MAP

Meétricas Disponibles
Métricas de Solicitud:
* map_requests total - Numero total de solicitudes MAP enviadas

o Etiquetas: operation (valores: sri, sri for sm, prn,
authentication info, etc.)

* map_request errors total - NUmero total de errores de solicitudes MAP

o Etiquetas: operation



* map request duration milliseconds - Histograma de duraciones de
solicitudes MAP

o Etiquetas: operation

* map pending requests - NUmero actual de solicitudes MAP pendientes

(gauge)
Ejemplos de Consultas Prometheus

# Total de solicitudes SRI-para-SM en la Ultima hora
increase(map requests total{operation="sri for sm"}[1h])

# Tiempo de respuesta promedio para solicitudes SRI
rate(map request duration milliseconds sum{operation="sri"}[5m]) /

rate(map request duration milliseconds count{operation="sri"}[5m])

# Tasa de errores para todas las operaciones MAP
sum(rate(map request errors total[5m])) by (operation)

# Solicitudes pendientes actuales
map_pending requests

Solucion de Problemas del Cliente
MAP

Problema: Tiempo de Espera de Solicitudes

Sintomas:

e La API devuelve 504 Gateway Timeout
e Sin respuesta del HLR/MSC

Verificaciones:

1. Verifica que la conexidon M3UA esté ACTIVA:



# En la consola IEx
:sys.get state(:map client asp)

2. Verifica la conectividad de red al STP
3. Verifica el contexto de enrutamiento y la direccién SCCP

4. Revisa los registros en busca de errores SCCP

Problema: Errores SCCP

Sintomas:

e La API devuelve respuestas de error SCCP

e Los registros muestran mensajes de "servicio unitdata SCCP"

Codigos de Error SCCP Comunes:

* Sin Traduccidn: Titulo Global no encontrado en la tabla de enrutamiento
del STP

* Fallo de Subsistema: Subsistema de destino (HLR SSN 6) no esta
disponible

» Fallo de Red: Congestién o fallo de red
Soluciones:

» Contacta al administrador del STP para verificar la configuracion de
enrutamiento

» Verifica que el Titulo Global de destino sea alcanzable

» Verifica si el subsistema de destino estd operativo

Documentacion Relacionada

o - Interfaz Web, API, Monitoreo



. - Configuraciéon de enrutamiento
. - Entrega de SMS

. - Especificaciones de protocolo

OmniSS7 por Omnitouch Network Services



Guia de Configuracion
del Centro de SMS
(SMSc)

Esta guia proporciona una configuracién detallada para usar OmniSS7 como un
Centro de SMS (SMSc) en la parte frontal con OmniMessage como la
plataforma de almacenamiento y entrega de mensajes en el backend.

Integracion de OmniMessage

El modo SMSc de OmniSS7 funciona como un frontend de senalizacion
SS7 que se conecta con OmniMessage, una plataforma de SMS de grado de
operador. Esta arquitectura separa las preocupaciones:

e OmniSS7 (Frontend SMSc): Maneja toda la sefalizacién del protocolo
SS7/MAP, el enrutamiento SCCP y la comunicacién de red

e OmniMessage (Backend SMS): Gestiona el almacenamiento de
mensajes, la cola, la légica de reintentos, el seqguimiento de entregas y las
decisiones de enrutamiento

¢Por qué OmniMessage?

OmniMessage proporciona capacidades de mensajeria SMS de grado de
operador con caracteristicas que incluyen:

» Gestion de Cola de Mensajes: Almacenamiento persistente con ldgica
de reintentos configurable y cola de prioridad

e Seguimiento de Entregas: Estado de entrega en tiempo real, informes
de entrega (DLR) y seguimiento de razones de fallo

» Soporte Multi-SMSc: Mdltiples instancias de frontend pueden conectarse
a un unico backend de OmniMessage para balanceo de carga y



redundancia

e Inteligencia de Enrutamiento: Reglas de enrutamiento avanzadas
basadas en destino, remitente, contenido del mensaje y hora del dia

* Limitacidn de Tasa: Controles de TPS (transacciones por segundo) por
ruta para prevenir congestion de red

» Diseno API-Primero: APl HTTP RESTful para integracién con sistemas de
facturacion, portales de clientes y aplicaciones de terceros

e Analitica e Informes: Estadisticas de volumen de mensajes, tasas de
éxito de entrega y métricas de rendimiento

Todos los datos de mensajes, estado de entrega y configuraciones de
enrutamiento se almacenan y gestionan en OmniMessage. OmniSS7 consulta a
OmniMessage a través de llamadas APl HTTPS para recuperar mensajes
pendientes, actualizar el estado de entrega y registrarse como un frontend
activo.

Importante: El modo SMSc de OmniSS7 es un frontend de senalizaciéon
solamente. Toda la I6gica de enrutamiento de mensajes, gestién de colas,
algoritmos de reintentos, seguimiento de entregas y reglas de negocio son
manejados por OmniMessage. Esta guia cubre la configuracién del protocolo
SS7/MAP en OmniSS7. Para informacion sobre enrutamiento de mensajes,
configuracién de colas, informes de entrega, limitacién de tasa y analitica,
consulte la documentacion de OmniMessage.

Tabla de Contenidos
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10.

:Qué es el Modo Centro de SMS?

Nota: Esta seccidn cubre Unicamente la configuracién de sefalizaciéon SS7 de
OmniSS7. Para reglas de enrutamiento de mensajes, gestién de colas,
seguimiento de entregas y configuracién de légica de negocio, consulte la
documentacion del producto OmniMessage.

Modo Centro de SMS permite que OmniSS7 funcione como un SMSc para:

 Entrega MT-SMS: Entrega de SMS Terminados a Méviles a suscriptores

« Manejo de MO-SMS: Recepci®®n y enrutamiento de SMS Originados en
Méviles

e Cola de Mensajes: Cola de mensajes respaldada por base de datos con
l6gica de reintentos

e Auto-Flush: Entrega automatica de SMS desde la cola

* Informes de Entrega: Seguimiento del estado de entrega de mensajes



Arquitectura del Centro de SMS

Red 557
HLR
MAP: SRI-for-5M

Frontend SMAC de

MIUASCTP o

Pila de Protocolo
P -
— MAT- MM EnrwsrdSM
{ | Entregar al suscriptor "— —
Ruteo SCCP MAP: MT-FarwardSH TT®  MSCVIR GMSC

= Traba'::-::l'n;:':llﬁg: undo Registro
Protacale MAP = - de Frontend
Plano
Consulta rutas . :
Actualizar estado de Eu:-nsultar.rn_nsajes Registrar frontend
pendientes Chequeo de salud
entrega
8ackend de _
g
¥
i L 3
Mator de Analitica &
Enrutamiento Informes

Habilitando el Modo SMSc

OmniSS7 puede operar en diferentes modos. Para usarlo como un SMSc,
necesita habilitar el modo SMSc en la configuracién.

Cambiando al Modo SMSc

El archivo config/runtime.exs de OmniSS7 contiene tres modos operativos
preconfigurados. Para habilitar el modo SMSc:

1. Abrir config/runtime.exs

2. Buscar las tres secciones de configuracién (lineas 53-204):
o Configuracién 1: Modo STP (lineas 53-95)



o Configuracion 2: Modo HLR (lineas 97-142)

o Configuracién 3: Modo SMSc (lineas 144-204)
3. Comentar cualquier otra configuracién activa (agregar # a cada linea)
4. Descomentar la configuracién SMSc (eliminar # de las lineas 144-204)
5. Personalizar los pardmetros de configuracidon segln sea necesario

6. Reiniciar la aplicaciéon: iex -S mix

Configuracion del Modo SMSc

La configuracién completa del SMSc se ve asi:



config :omniss7,
# Banderas de modo - Habilitar caracteristicas de STP + SMSc
# Nota: map client enabled es verdadero porque SMSc necesita
capacidades de enrutamiento
map_client enabled: true,
hlr mode enabled: false,
smsc_mode enabled: true,

# Configuracidén de API del Backend de OmniMessage
smsc_api base url: "https://10.179.3.219:8443",

# Identificacidén del SMSc para el registro con el backend
smsc_name: "ipsmgw",

# Direccién GT del Centro de Servicio para operaciones de SMS
smsc service center gt address: "5551234567",

# Configuracidén de Auto Flush (procesamiento de cola de SMS en
segundo plano)

auto flush enabled: true,

auto flush interval: 10 000,

auto flush dest smsc: "ipsmgw",

auto flush tps: 10,

# Configuracién de Conexién M3UA
# Conectar como ASP para enviar/recibir operaciones MAP SMS
map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, []},
process name: :stp client asp,
# Punto final local (sistema SMSc)
local ip: {10, 179, 4, 12},
local port: 2905,
# Punto final remoto STP
remote ip: {10, 179, 4, 10},
remote port: 2905,
routing context: 1

config :control panel,
use additional pages: [
{SS7 .Web.EventsLive, "/events", "Eventos SS7"},
{SS7.Web.TestClientLive, "/client", "Cliente SS7"},
{SS7.Web.M3UAStatusLive, "/m3ua", "M3UA"},
{SS7.Web.RoutingLive, "/routing", "Enrutamiento"},



{SS7.Web.RoutingTestLive, "/routing test", "Prueba de
Enrutamiento"},
{SS7.Web.SmscLinksLive, "/smsc links", "Enlaces SMSc"}
Il

page order: ["/events", "/client", "/m3ua", "/routing",
“/routing test", "/smsc links", "/application", "/configuration"]

Parametros de Configuracion a Personalizar

Para una referencia completa de todos los pardmetros de configuracion,
consulte la



Parametro

smsc_api base url

sSmsC_name

smsc_service center gt address

auto flush enabled

auto flush interval

auto flush dest smsc

auto flush tps

local ip

local port

remote ip

remote port

Tipo

String

String

String

Boolean

Integer

String

Integer

Tuple

Integer

Tuple

Integer

Predeterminado

Requerido

{hostname} SMSc"

Requerido

true

10 000

Requerido

10

Requerido

2905

Requerido

2905

D

Endpoi
backenc
OmniMe

Su ideni
para el

Titulo G
de Serv

Habilita
procesa
automa

Interval
procesa

cola en

Nombre
destino

Tasa de
de men

(transac

Direccic
sistema

Puerto ¢

Direccic
para col

Puerto ¢



Parametro Tipo Predeterminado D

ID de cc

routing context Integer 1
- enrutan

¢Qué Sucede Cuando se Habilita el Modo
SMSc?

Cuando smsc_mode enabled: true y map client enabled: true, la interfaz
web mostrara:

e [] Eventos SS7 - Registro de eventos

[] Cliente SS7 - Pruebas de operacién MAP

[] M3UA - Estado de conexidn

[] Enrutamiento - Gestion de tabla de rutas (STP habilitado)

[] Prueba de Enrutamiento - Pruebas de ruta (STP habilitado)

[ Enlaces SMSc - Estado de la APl SMSc + gestién de cola de SMS «
Especifico de SMSc

[] Recursos - Monitoreo del sistema

[0 Configuracion - Visor de configuracién

La pestafia Enlaces HLR estara oculta.

Notas Importantes

e El modo SMSc requiere map client enabled: true para capacidades de
enrutamiento

e Backend de OmniMessage: La APl de OmniMessage debe ser accesible
enla smsc_api base url configurada

» Registro de Frontend: El sistema se registra automaticamente con
OmniMessage cada 5 minutos a través del médulo SMS.FrontendRegistry

e Tiempo de Espera de Solicitud API: Todas las solicitudes API de
OmniMessage tienen un tiempo de espera de 5 segundos codificado

e Tiempo de Espera de Solicitud MAP: Todas las solicitudes MAP (SRI-for-
SM, MT-ForwardSM, etc.) tienen un tiempo de espera de 10 segundos



codificado
» Auto-flush procesa automaticamente la cola de SMS en segundo plano

* La conexiéon M3UA al STP es necesaria para enviar/recibir operaciones MAP
SMS

* Después de cambiar de modos, debe reiniciar la aplicacién para que los
cambios surtan efecto

¢ Interfaz Web: Consulte la para informacion sobre el
uso de la interfaz web

e Acceso API: Consulte la para documentacién de la APl REST y
acceso a Swagger Ul

Configuracion de API HTTP

Configuracion del Backend de OmniMessage

OmniSS7 se comunica con OmniMessage a través de la API REST HTTPS para
gestionar la entrega de mensajes, rastrear el estado de suscriptores y
registrarse como un frontend activo:

config :omniss7,

# URL base de la API de OmniMessage

smsc_api base url: "https://10.5.198.200:8443",

# Identificador del nombre del SMSC para el registro (por
defecto es hostname SMSc si estd vacio)

smsc_name: "omni-smscOl",

# Direccidén GT del Centro de Servicio para operaciones de SMS

smsc_service center gt address: "5551234567"

Parametros de Configuracion:



Parametro

smsc_api base url

SmSC_name

smsc service center gt address

Registro de Frontend

Tipo

String

String

String

Requerido

Si

No

No

Predeterm

"https://localt

mn (uSa n
{hostname} SMSc

*5551234567"

El sistema se registra automaticamente con OmniMessage al inicio y se

vuelve a registrar cada 5 minutos a través del mdédulo
SMS.FrontendRegistry. Esto permite a OmniMessage:



Rastrear frontends activos para balanceo de carga

Monitorear tiempo de actividad y estado de salud

Recopilar informaciéon de configuracion

Gestionar el enrutamiento de SMS distribuido a través de multiples
frontends

Detalles de Implementacion:

e Intervalo de Registro: 5 minutos (codificado)

* Proceso: Iniciado automaticamente cuando smsc_mode enabled: true

Carga Util de Registro:

{
“frontend name": "omni-smscOl",
“configuration": "{...}",
“frontend type": "SS7",
"hostname": "smsc-server0l",
"uptime seconds": 12345

}

Nota: El nombre del frontend se toma del parametro de configuracion
smsc_name . Si no se establece, por defecto es "{hostname} SMSc".

Comunicacion de APl de OmniMessage

Cuando OmniSS7 recibe operaciones MAP de la red SS7 o procesa la cola de
mensajes, se comunica con OmniMessage para:

* Registrarse como un frontend activo y reportar estado de salud

» Enviar mensajes originados en mdéviles (MO) recibidos de suscriptores

* Recuperar mensajes terminados en mdéviles (MT) de la cola para
entrega

* Actualizar estado de entrega con informes de éxito/fallo

» Consultar informacion de enrutamiento para el reenvio de mensajes



Endpoint

/api/frontends

/api/messages raw

/api/messages

/api/messages/{id}

/api/messages/{id}

/api/locations

Método

POST

POST

GET

PATCH

PUT

POST

Propdsito

Registrar
instancia de
frontend

Insertar nuevo
mensaje SMS

Obtener cola de
mensajes

Marcar mensaje
como entregado

Actualizar estado
del mensaje

Insertar/actualizar
ubicacién de
suscriptor

Cuerpo de
Solicitud

{"frontend name":

1] n
’

“frontend type":

"SMSc”

’

"hostname" :

n n
. . ’

"uptime seconds":

.}

{"source msisdn":

n n
’

"source smsc":

1] n
’

"message body":

Encabezado: smsc:

<smsc_name>

{"deliver time":

n n
. . ’

"dest smsc":

"'}

{"dest smsc":

null}

{"msisdn": "..."

Ilimsill a

n n
. DR y

"location":

n n
’

"ims capable":

true,
false,

“cstb":
"expires":



Cuerpo de

Endpoint Método Propdsito .
Solicitud
"user_agent":
"ran location":
n n , Ilimeill :
"registered":
n . ||}
{"message id":
Agregar ..., "name":
/api/events POST seguimiento de L,
eventos "description":
n o II}
/api/status GET Chequeo de salud -

Formato de Respuesta de API

Todas las respuestas de API utilizan formato JSON con las siguientes
convenciones:

* Respuestas de éxito: HTTP 200-201 con cuerpo JSON que contiene datos
de resultado

* Respuestas de error: HTTP 4xx/5xx con detalles de error en el cuerpo de
respuesta

e Tiempos: Formato ISO 8601 (por ejemplo, "2025-10-21T12:34:56Z7")

e IDs de Mensaje: Identificadores enteros o de cadena

Mddulos de Cliente API

El sistema SMS consta de tres médulos principales:

1. SMSc.APIClient



Mdédulo principal del cliente APl que proporciona toda la comunicaciéon HTTP API
con OmniMessage:

 frontend register/4 - Registrar frontend con OmniMessage

e insert message/3 - Insertar mensaje SMS en crudo (versién de 3
pardmetros compatible con Python)

e insert location/9 - Insertar/actualizar datos de ubicacion de suscriptor

* get message queue/2 - Recuperar mensajes pendientes de la cola

* mark dest smsc/3 - Marcar mensaje como entregado o fallido

* add event/3 - Agregar seguimiento de eventos para mensajes

e flush queue/2 - Procesar mensajes pendientes (SRI-for-SM + MT-
forwardSM)

auto flush/2 - Bucle de procesamiento continuo de cola

2. SMS.FrontendRegistry

Maneja el registro periddico del frontend con el backend:

Se registra automaticamente al inicio

Se vuelve a registrar cada 5 minutos

Usa smsc_name de la configuracion (se retrocede al nombre del host)

Recopila informacion de configuracion y tiempo de actividad del sistema
3. SMS.Utils
Funciones utilitarias para operaciones SMS:

* generate tp scts/0 - Generar marca de tiempo SMS en formato TPDU



Flujos de Mensajes SMS

Flujo de SMS Entrante (Originado en Movil)



Forward-SM



Flujo de SMS Saliente (Terminado en Movil)






M3UA recibe paquete
SCTP

k

M3UA decodifica
paquete

k

Extraer carga util SCCP

k

Decodificar mensaje
SCCP

OmniCharge  OmniRAN

- -
h

Downl

Extraer mensaje
TCAP/MAP

k

Analizar operacion MAP

Tipo de Operacion

Forward-SM



\

Decodificar SMS TPDU

I
o

Extraer campos del
mensaje

I
o

Decodificar datos de
usuario

¥

POST a
/api/messages raw

I
o

POST a /api/events

I
o

Enviar respuesta MAP

Pasos Clave Explicados:

e Solicitud SRI-for-SM: El SMSc consulta al HLR con el MSISDN de destino
para determinar dénde enrutar el mensaje SMS. El HLR responde con:

o Un IMSI sintético (calculado a partir del MSISDN por privacidad) -
consulte

o La direcciéon GT del SMSC (nimero de nodo de red) a donde se debe
enviar el MT-ForwardSM

o Para detalles completos sobre cémo funciona esto, consulte



» Solicitud MT-forwardSM: Una vez que se obtiene la informacién de
enrutamiento, el SMSc envia el mensaje SMS real al MSC/VLR que atiende
al suscriptor

Estructura del SMS TPDU




Manejo del Centro de Servicio de
Alerta

El SMSc puede recibir mensajes alertServiceCenter del HLR para rastrear el
estado de alcanzabilidad de los suscriptores.

Para informacién sobre como el HLR envia mensajes alertServiceCenter,
consulte

¢Qué es alertServiceCenter?

Cuando un suscriptor realiza un UpdatelLocation en el HLR (es decir, se registra
con un nuevo VLR/MSC), el HLR puede notificar a los sistemas SMSc que el
suscriptor ahora es alcanzable enviando un mensaje alertServiceCenter
(cédigo de operacion MAP 64).

Configuracion

El tiempo de expiracidn de la ubicaciéon se configura en el HLR:

config :omniss7,

# Tiempo de expiracién de la ubicacidén cuando el SMSc recibe
alertServiceCenter (predeterminado: 48 horas)

hlr alert location expiry seconds: 172800

Comportamiento

Cuando el SMSc recibe un mensaje alertServiceCenter:

1. Decodificar MSISDN: Extraer el MSISDN del suscriptor del mensaje
(formato TBCD)

2. Eliminar prefijo TON/NPI: Quitar prefijos comunes como "19", "11", "91"
(por ejemplo, "19123123213" - "123123213")

3. Calcular IMSI: Generar IMSI sint@@tico utilizando el mismo mapeo que
SRI-for-SM

4. POST a /api/location: Actualizar la base de datos de ubicacién con:



o msisdn: NUumero de teléfono del suscriptor (limpiado)

o imsi: IMSI sintético

o location: Nombre del SMSc (por ejemplo, "ipsmgw")

o expires: Hora actual + hlr alert location expiry seconds

o csfb: true (suscriptor alcanzable a través de Circuit-Switched Fallback)
o ims capable: false (esto es registro CS 2G/3G, no IMS/VoLTE)

o user agent: GT del HLR que envio la alerta (para seguimiento)

o ran_location: "SS7"

5. Rastrear en el Rastreador de Suscriptores SMSc: Registrar al
suscriptor con GT del HLR, estado=activo, contadores de mensajes en 0

6. Enviar ACK: Responder al HLR con acuse de recibo de alertServiceCenter

Manejo de Suscriptor Ausente

Cuando el SMSc intenta entregar un mensaje y recibe un error de "suscriptor
ausente" durante SRI-for-SM (para mas informacion sobre SRI-for-SM, consulte

):

1. Detectar ausencia: SRI-for-SM devuelve error
absentSubscriberDiagnosticSM

2. Expirar ubicacion: POST a /api/location con expires=0 para marcar al
suscriptor como inalcanzable

3. Agente de usuario: Establecer en "SS7_AbsentSubscriber" para
identificar la fuente

4. Actualizar rastreador: Marcar al suscriptor como failed en el
Rastreador de Suscriptores SMSc

Esto asegura que la base de datos de ubicacién y el rastreador reflejen con
precision el estado de alcanzabilidad del suscriptor.



Diagrama de Flujo

HLR SMSc API SMSc

El suscriptor realiza UpdateLocation en el HLR

alertServiceCenter(15551234567)

Calcular IMSI a partir de MSISDN

POST /api/location (expires=48h)

200 OK

ACK de alertServiceCenter

Ma3s tarde: Intento de entrega de SMS

SRI-for-SM (15551234567)

Error de Suscriptor Ausente

POST /api/location (expires=0)

200 OK

HLR SMSc API SMSc

Endpoint de API

POST /api/location



"msisdn": "15551234567",

"imsi": "001010123456789",
“location”: "ipsmgw",

"ims capable": false,

"csfb": true,

"expires": "2025-11-01T12:00:00Z",
"user agent": "15551111111",

"ran_ location": "SS7",

"imei": ,
"registered": "2025-10-30T12:00:00Z"

Nota: El campo user agent contiene el GT del HLR que envi6 el
alertServiceCenter, permitiendo al SMSc rastrear qué HLR estd proporcionando
actualizaciones de ubicacion.

Para suscriptores ausentes, expires se establece en la hora actual (expiracion
inmediata).

Prevencion de Bucles

El SMSc implementa prevenciéon automatica de bucles para evitar bucles de
enrutamiento de mensajes infinitos cuando los mensajes se originan en redes
SS7.

¢Por qué es Importante la Prevencion de
Bucles?

Cuando el SMSc recibe mensajes SMS originados en mdviles (MO) de la red
SS7, los inserta en la cola de mensajes con un campo source smsc que
identifica su origen (por ejemplo, "SS7 _GT 15551234567"). Sin la prevencion de
bucles, estos mensajes podrian ser:

1. Recibidos de la red SS7 —» Encolados con source smsc que contiene "SS7"

2. Recuperados de la cola —» Procesados para entrega



3. Enviados de vuelta a la red SS7 - Creando un bucle

:Como Funciona?

El SMSc detecta y previene automaticamente bucles durante el procesamiento
de mensajes:

SeES TFDU

T
T

Indicador de Tipo de

Campas del Mensajes
Mensaje = i

T
L] T T L] L]

Ezquema de
SMS-DELIVER SMS-SUEMIT Darecciin de Origen Dirsccidn de Destira _ = Distoes de Usuario
Codificacion de Dusbos

Ll T

GEM 7-bit LhCE-2fUini codie
160 chears 70 chars

Implementacion
Al procesar mensajes de la cola, el SMSc verifica el campo source smsc:

* Si source_smsc contiene "SS7":

[e]

El mensaje se omite

(o]

Se agrega un evento: "Prevencidén de Bucles" con una descripcion
gue explica la razén de la omisién

(o]

El mensaje se marca como fallido a través de una solicitud PUT

[e]

Se registra con nivel de advertencia

e De lo contrario:

o El mensaje se procesa normalmente

o Las operaciones SRI-for-SM y MT-ForwardSM contindan

Valores de SMSC de Origen

Los mensajes pueden tener varios valores de source _smsc:



Origen Valor de Ejemplo Accion

Red SS7 (MO- Omitido - Prevencién de
"SS7 GT 15551234567"
FSM) bucles
API "ipsmgw" O
, Procesado normalmente
Externa/SMPP "api gateway"
Otro SMSc "smsc-node-01" Procesado normalmente

Seguimiento de Eventos

Cuando un mensaje se omite debido a la prevencion de bucles, se registra un
evento:

{
"message id": 12345,
"name": "Prevencién de Bucles",
"description": "Mensaje omitido - source smsc

'SS7 GT 15551234567' contiene 'SS7', previniendo bucle de mensaje"
}

Este evento es visible en:

* Interfaz Web: Pdgina de Eventos SS7 (/events)
 Base de Datos: Tabla events a través de la API

* Registros: Entradas de registro de nivel de advertencia

Configuracion

La prevencién de bucles estd siempre habilitada y no puede ser
deshabilitada. Esta es una caracteristica critica de seguridad para prevenir la
interrupcién de la red por bucles de mensajes.



Escenario de Ejemplo

Escenario: El suscriptor moévil envia SMS a través de la red SS7

. Teléfono mévil -» MSC/VLR - SMSc (a través de MO-ForwardSM)
. SMSc recibe MO-FSM de GT 15551234567

. SMSc inserta en la cola: source smsc = "SS7 GT 15551234567"
. Auto-flush recupera el mensaje de la cola

. SMSc detecta "SS7" en source smsc - OMITIR

. Evento registrado: "Prevencién de Bucles"

. Mensaje marcado como fallido

. No se envia SRI-for-SM ni MT-ForwardSM (bucle prevenido)

OO UL A WN B

Sin la prevencion de bucles, el paso 8 enviaria el mensaje de vuelta a la red
SS7, potencialmente creando un bucle infinito.

Seguimiento de Suscriptores SMSc

El SMSc incluye un GenServer de Rastreador de Suscriptores que mantiene
el estado en tiempo real de los suscriptores basado en mensajes
alertServiceCenter e intentos de entrega de mensajes.

Propodsito
El rastreador proporciona:

* Monitoreo de alcanzabilidad: Qué suscriptores son actualmente
alcanzables

» Seguimiento de HLR: Qué HLR envié el alertServiceCenter para cada
suscriptor

» Contadores de mensajes: Nimero de mensajes enviados/recibidos por
suscriptor

e Seguimiento de fallos: Marcar suscriptores como fallidos cuando los
intentos de entrega fallan



e Visibilidad en la Interfaz Web: Panel en tiempo real que muestra todos

los suscriptores rastreados

Informacion Rastreada

Para cada suscriptor, el rastreador almacena:

Campo

msisdn

imsi

hlr gt

messages sent

messages received

status

updated at

Descripcion

NUmero de teléfono del
suscriptor (clave)

IMSI del suscriptor

GT del HLR que envid
alertServiceCenter

Conteo de mensajes MT-FSM
enviados

Conteo de mensajes MO-FSM
recibidos

;active o :failed

Marca de tiempo Unix de la
ultima actualizacion

Ejemplo

"15551234567"

*001010123456789"

"15551111111"

ractive

1730246400



Transiciones de Estado

alertServiceCenter
recibido

Suscriptor ausente

Fallo de SRI-for-SM

Mensaje . .
Eliminacién manual

enviado/recibido

Comportamiento

Cuando se recibe alertServiceCenter:

Crear o actualizar entrada de suscriptor

Establecer status = :active

Registrar GT de HLR

Reiniciar o preservar contadores de mensajes
Cuando SRI-for-SM tiene éxito:

* Incrementar contador messages sent

e Actualizar marca de tiempo updated at
Cuando SRI-for-SM falla:

e Establecer status = :failed

e Mantener en el rastreador para monitoreo
Cuando se elimina un suscriptor:

e Eliminar de la tabla ETS

e Ya no aparece en la Interfaz Web

Nuevo
alertServiceCenter

Eliminacién manual



Interfaz Web - Pagina de Suscriptores SMSc
Ruta: /smsc subscribers Actualizacidn automatica: Cada 2 segundos

Nota: Esta pagina solo esta disponible cuando se ejecuta en modo SMSc.
Después de descomentar la configuracion SMSc en config/runtime.exs, debe
reiniciar la aplicacién para que la ruta esté disponible.

La pagina Suscriptores SMSc proporciona monitoreo en tiempo real de todos
los suscriptores rastreados:

Caracteristicas

1. Tabla de Suscriptores

o MSISDN, IMSI, HLR GT

[e]

Contadores de mensajes enviados/recibidos

(o]

Insignia de estado (Activo/Fallido) con codificacién de colores

(o]

Marca de tiempo de Ultima actualizacion y duracion

(o]

Botdn de eliminacidon para suscriptores individuales

2. Estadisticas Resumidas

o Total de suscriptores rastreados
o Conteo de suscriptores activos
o Conteo de suscriptores fallidos

o NUmero de HLR Unicos

3. Acciones

o Limpiar Todo: Eliminar todos los suscriptores rastreados

o Eliminar: Eliminar suscriptor individual

Ejemplo de Vista



Suscriptores Rastreado SMSc Total: 3

|

|

|

| MSISDN IMSI HLR GT Msgs Estado

| S/R

|

|

| 15551234567 001010123456789 15551111111 5/2 e Activo

| 15559876543 001010987654321 15551111111 0/0 e Activo
96 15551112222 001010111222233 15552222222 3/1 o Fallido
|

Resumen: Total: 3 | Activos: 2 | Fallidos: 1 | HLRs Unicos: 2

Funciones de API

El rastreador expone estas funciones para acceso programatico:

# Llamado cuando se recibe alertServiceCenter
SMSc.SubscriberTracker.alert received(msisdn, imsi, hlr _gt)

# Incrementar contadores de mensajes
SMSc.SubscriberTracker.message sent(msisdn)
SMSc.SubscriberTracker.message received(msisdn)

# Marcar como fallido (fallo de SRI-for-SM)
SMSc.SubscriberTracker.mark failed(msisdn)

# Eliminar de seguimiento
SMSc.SubscriberTracker. remove subscriber(msisdn)

# Funciones de consulta
SMSc.SubscriberTracker.get active subscribers()
SMSc.SubscriberTracker.get subscriber(msisdn)
SMSc.SubscriberTracker.count subscribers()
SMSc.SubscriberTracker.clear all()



Integracion

El rastreador estda automaticamente integrado con:

e Manejador de alertServiceCenter: Llama a alert received/3 en la

actualizacién de ubicacién exitosa

* Manejador de SRI-for-SM: Incrementa messages sent en el

enrutamiento exitoso

* Manejador de suscriptor ausente: Llama a mark failed/1 cuando el

suscriptor esta ausente

* Errores de suscriptor desconocido: Llama a mark failed/1 cuando

SRI-for-SM falla

Configuracion de Auto-Flush de

Cola de SMS

El servicio Auto-Flush procesa automaticamente los mensajes SMS

pendientes.

Para referencia de pardmetros de configuracion, consulte

Configuracion

config :omniss7,
auto flush enabled: true,
auto-flush
auto flush interval: 10 000,
milisegundos
auto flush dest smsc: nil,
auto flush tps: 10
segundo

# Habilitar/deshabilitar
# Intervalo de sondeo en

# Filtro: nil = todos
# Max. transacciones por



:Como Funciona?

1. Sondeo: Cada auto flush interval milisegundos, consulta la API para
mensajes pendientes

2. Filtrado: Opcionalmente filtrar por auto flush dest smsc
3. Limitacion de Tasa: Procesar hasta auto flush tps mensajes por ciclo

4. Entrega: Para cada mensaje:
o Enviar SRI-for-SM (Enviar Informacién de Enrutamiento para Mensaje
Corto) al HLR para obtener informaciéon de enrutamiento
» El HLR devuelve un IMSI sintético calculado a partir del MSISDN

= E| HLR devuelve la direccién GT del SMSC a donde se debe enviar
MT-ForwardSM

= Consulte para documentacién
completa

o En caso de éxito, enviar MT-forwardSM al MSC/VLR
o Actualizar estado del mensaje a través de la API (entregado/fallido)

o Agregar seguimiento de eventos a través de la API

[] Profundizacion Técnica: Para una explicacion completa de como
funciona SRI-for-SM, incluyendo el mapeo de MSISDN a IMSI, la
configuracién de la direccion GT del centro de servicio y la generacién de
IMSI sintéticos que preservan la privacidad, consulte la

Métricas SMSc

Métricas Disponibles
Métricas de Cola de SMS:

e smsc_queue depth - NUumero actual de mensajes pendientes
e smsc_messages delivered total - Total de mensajes entregados con éxito

* smsc messages failed total - Total de mensajes que fallaron en la
entrega



* smsc delivery duration milliseconds - Histograma de tiempos de
entrega

Consultas de Ejemplo:

# Profundidad actual de la cola
smsc_queue_depth

# Tasa de éxito de entrega (Ultimos 5 minutos)
rate(smsc messages delivered total[5m]) /
(rate(smsc _messages delivered total[5m]) +
rate(smsc_messages failed total[5m]))

# Tiempo promedio de entrega

rate(smsc delivery duration milliseconds sum[5m]) /
rate(smsc_delivery duration milliseconds count[5m])

Resolucion de Problemas SMSc

Problema: Mensajes No Entregados

Verificaciones:

1. Verifique que el auto-flush esté habilitado

2. Verifique la conexién a la base de datos

3. Monitoree los registros en busca de errores
4. Verifigue que la conexién M3UA esté ACTIVA
5. Verifique los limites de TPS

Problema: Alta Profundidad de Cola

Causas Posibles:

e Limite de TPS demasiado bajo

e Problemas de tiempo de espera del HLR



¢ Problemas de conectividad de red

e NUmeros de destino invalidos

Soluciones:

* Aumente auto flush tps
e Verifique la disponibilidad del HLR

e Revise los registros de mensajes fallidos

APl MT-forwardSM

Enviar SMS a través de la API
Endpoint de API: POST /api/MT-forwardSM

Solicitud:

"imsi": "234509876543210",

"destination serviceCentre": "447999555111",
"originating serviceCenter": "447999123456",
"smsPDU" :

"040B917477218345F600001570301857140COBD4F29COE9281C4E1F11A"
}

Respuesta:

"result": "success",
"message id": "12345"
}



Documentacion Relacionada

Documentacion de OmniSS7:

. - Configuracién y operaciones en modo HLR
o - Documentacién completa sobre el
mapeo de MSISDN a IMSI y la configuracion del centro de servicio
. - Interfaz Web, API, Monitoreo
. - Operaciones MAP
. - Especificaciones de protocolo

Documentacion de OmniMessage: Para la configuracién de enrutamiento
de mensajes, gestidon de colas, seguimiento de entregas, limitacién de tasa y
analitica, consulte la documentacion del producto OmniMessage.
OmniMessage contiene toda la Iégica de enrutamiento de mensajes, algoritmos
de reintentos de cola, manejo de informes de entrega y motor de reglas de
negocio.

OmniSS7 por Omnitouch Network Services



Guia de Configuracion
de M3UA STP

Esta guia proporciona una configuracién detallada para usar OmniSS7 como un
Punto de Transferencia de Senalizacion (STP).

Tabla de Contenidos

LA S

10.
11.
12.



:Qué es un Punto de Transferencia
de Senalizacion (STP)?

Un Punto de Transferencia de Senalizacion (STP) es un elemento critico
de la red en redes de sefalizacién SS7 e IP que enruta mensajes de
sefalizacidon entre nodos de la red.

Funciones del STP

 Enrutamiento de Mensajes: Rutea el trafico de sefializaciéon SS7 basado
en el Cédigo de Punto de Destino (PC) o Titulo Global (GT)

* Traduccion de Protocolo: Conecta redes SS7 tradicionales con redes
M3UA/SCTP basadas en IP

» Distribucidn de Carga: Distribuye el trafico entre multiples destinos
utilizando enrutamiento basado en prioridades

* Puerta de Enlace de Red: Conecta diferentes redes de sefalizacién y
proveedores de servicios

* Ocultamiento de Topologia: Puede reescribir direcciones para ocultar la
topologia interna de la red



Diagrama de Red del STP
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Roles de Red del STP Explicados

ASP (Proceso del Servidor de Aplicaciones)

* Rol: Cliente que se conecta a un SGP/STP remoto
* Direccidn: Conexién saliente

e Caso de Uso: Su STP se conecta al STP de una red asociada

SGP (Proceso de Puerta de Enlace de
Senalizacion)

e Rol: Servidor que acepta conexiones de ASPs
» Direccidn: Conexién entrante

e Caso de Uso: Redes asociadas se conectan a su STP



AS (Servidor de Aplicaciones)

» Definicion: Agrupacién légica de uno o mas ASPs
* Propdsito: Proporciona redundancia y distribucion de carga

» Caso de Uso: Mdltiples ASPs sirviendo el mismo destino

Habilitando el Modo STP

OmniSS7 puede operar en diferentes modos. Para usarlo como un STP, necesita
habilitar el modo STP en la configuracion.

Cambio a Modo STP

El archivo config/runtime.exs de OmniSS7 contiene tres modos operativos
preconfigurados. Para habilitar el modo STP:

1. Abrir config/runtime.exs

2. Encontrar las tres secciones de configuracion (lineas 53-174):
o Configuracién 1: Modo STP (lineas 53-85)

o Configuraciéon 2: Modo HLR (lineas 87-123)

o Configuracion 3: Modo SMSc (lineas 125-174)
. Comentar la configuracién actualmente activa (agregar # a cada linea)
. Descomentar la configuracidon STP (eliminar # de las lineas 53-85)

. Personalizar los parametros de configuracién seglin sea necesario

o U B~ W

. Reiniciar la aplicacién: iex -S mix



Configuracion del Modo STP

La configuracidn completa de STP se ve asi:



config :omniss7,
# Flags de modo - Habilitar caracteristicas de STP Unicamente
map _client enabled: true,
hlr mode enabled: false,
smsc_mode enabled: false,

# Configuracién de Conexién M3UA

# Conectar como ASP (Proceso del Servidor de Aplicaciones) a
STP/SGW remoto

map_client m3ua: %{
mode: "ASP",
callback: {MapClient, :handle payload, []1},
process name: :stp client asp,
# Punto final local (este sistema)
local ip: {10, 179, 4, 10},
local port: 2905,
# Punto final remoto STP/SGW
remote ip: {10, 179, 4, 11},
remote port: 2905,
routing context: 1

Parametros de Configuracion a Personalizar

Para una referencia completa de todos los pardmetros de configuracién,
consulte la



Parametro

map client enabled

local ip

local port

remote ip

remote port

routing context

Tipo

Booleano

Tupla o
Lista

Entero

Tupla o
Lista

Entero

Entero

Predeterminado

true

Requerido

2905

Requerido

2905

Descripcion

Habilitar
capacidades
de cliente
MAP y
enrutamiento

Direccién(es)
IP de su
sistema.
Unica: {10,
0, 0, 1} o
Lista para
multihoming:
[{10, O, O,
1}, {10, 0,
0, 2}]

Puerto SCTP
local

Direccién(es)
IP del
STP/SGW
remoto.
Unica o Lista
para
multihoming

Puerto SCTP
remoto

ID de
contexto de

enrutamiento
M3UA

Ejel

tru

{10

179
10}

290

{10
179
11}

290



Parametro Tipo Predeterminado

enable gt routing Booleano  false

Descripcion

Habilitar
enrutamiento
por Titulo
Global
(ademas del
enrutamiento
por PC)

Ejel

tru

Consejo: Use multihoming SCTP proporcionando una lista de direcciones IP

para local ip y/o remote ip para habilitar la conmutacién por error

automatica. Consulte la

Qué Ocurre Cuando se Habilita el Modo STP

Cuando map _client enabled: true, la interfaz web mostrara:

e [] Eventos SS7 - Registro de eventos
[] Cliente SS7 - Pruebas de operacién MAP
[] M3UA - Estado de la conexidén

[] Recursos - Monitoreo del sistema

[0 Configuracion - Visor de configuracién

[0 Enrutamiento - Gestion de tablas de rutas « especifico de STP

[] Prueba de Enrutamiento - Pruebas de ruta « especifico de STP

Las pestafias Enlaces HLR y Enlaces SMSc estaran ocultas.

Notas Importantes

» El protocolo SCTP (protocolo IP 132) debe ser permitido a través de los

firewalls

* El puerto M3UA predeterminado es 2905 (estandar de la industria)

* AsegUrese de que haya suficientes recursos del sistema para manejar el

trafico de enrutamiento



Persistencia de Enrutamiento: Todas las rutas configuradas a través de
la interfaz web o APl se almacenan en la base de datos Mnesia y
sobreviven a los reinicios

Fusion de Configuracion: Las rutas de runtime.exs se cargan al inicio y
se fusionan con las rutas de Mnesia

Después de cambiar modos, debe reiniciar la aplicacién para que los
cambios surtan efecto

Interfaz Web: Consulte la para gestionar rutas a
través de la interfaz web

Acceso API: Consulte la para la documentacion de la APl REST y
acceso a Swagger Ul

Modo STP Independiente

Ademas de las capacidades de enrutamiento STP disponibles cuando
map client enabled: true, puede ejecutar un servidor STP M3UA
independiente que escuche conexiones entrantes.

Habilitando el STP Independiente

Agregue esta configuracién a config/runtime.exs:

config :omniss7,
m3ua_stp: %{
enabled: true,

local ip: {127, 0, 0, 1}, # Direccién IP para escuchar
local port: 2905, # Puerto para escuchar
point code: 100 # Coédigo de punto propio de este

STP



Parametros de Configuracion del STP

Parametro

enabled

local ip

local port

point code

Tipo

Booleano

Tupla

Entero

Entero

Predeterminado

false

{127, 0, 0, 1}

2905

Requerido

Descripcion

Habilitar
servidor STP
independiente

Direccion IP
para escuchar
conexiones

Puerto para
escuchar

Cédigo de
punto SS7 de
este STP

Cuando Usar STP Independiente

Ejemplo

true

{0' 0’
0, 0}

2905

100

e Enrutamiento Puro: Cuando solo necesita enrutamiento M3UA sin

funcionalidad de cliente MAP

e STP Central: Para crear un enrutador de sefalizacién central para

multiples elementos de red

e Arquitectura de Hub: Conectar multiples HLRs, MSCs y SMSCs a través
de un STP central

Nota: Puede habilitar tanto map_client m3ua como m3ua_stp
simultdneamente si necesita tanto conexiones salientes como funcionalidad

STP entrante.



Persistencia de Tablas de
Enrutamiento (Mnesia)

Todas las tablas de enrutamiento (pares, rutas por Codigo de Punto y rutas por
Titulo Global) se almacenan en una base de datos Mnesia para persistencia.

Como Funciona el Enrutamiento

1. Rutas de runtime.exs: Las rutas definidas en config/runtime.exs bajo
m3ua peers, m3ua routes Yy m3ua gt routes se cargan al inicio de la
aplicacién

2. Rutas de la Interfaz Web: Las rutas agregadas a través de la

se almacenan en Mnesia

3. Fusion de Rutas: Al reiniciar, las rutas de runtime.exs se fusionan con las
rutas existentes de Mnesia (sin duplicados)

4. Persistencia: Todas las rutas configuradas a través de la Interfaz Web
sobreviven a los reinicios de la aplicacion

Tipo de Almacenamiento de Mnesia

Controle cdémo se almacenan las tablas de enrutamiento. Para mas detalles
sobre la configuracion de la base de datos, consulte

config :omniss7,
mnesia storage type: :disc copies # o :ram copies para pruebas



Tipo de L . . Caso de
. Descripcion Persistencia
Almacenamiento Uso

Almacenamiento

. . _ Sobrevive a Entornos de
:disc copies respaldado en disco L. .
- , los reinicios produccion
(predeterminado)
: ) Perdido al Pruebas,
:ram_copies Solo en memoria o
reiniciar desarrollo

Predeterminado: :disc copies

Ubicacion de la Base de Datos Mnesia

Mnesia almacena las tablas de enrutamiento en el directorio Mnesia de la
aplicacioén:

* Ubicacion: Mnesia.{node name}/ (por ejemplo, Mnesia.nonode@nohost/)

e Tablas: m3ua peer, m3ua route, m3ua gt route

Gestion de Rutas
Tiene tres opciones para gestionar rutas:

1. Runtime.exs - Configuracién estatica cargada al inicio

2. Interfaz Web - Gestién interactiva de rutas (consulte
)
3. APl REST - Gestién programatica de rutas (consulte )

Mejor Practica: Utilice runtime.exs para la configuracién base y la Interfaz
Web para cambios de ruta dinamicos durante la operacién.



Configurando Pares M3UA

Los pares representan los puntos finales de conexién M3UA (otros STPs, HLRs,
MSCs, SMSCs). Agregue pares a config/runtime.exs.



Ejemplo de Configuracion de Pares

config :omniss7,
m3ua_peers: [

# Conexidn saliente al STP Socio (rol: :client)

%{
peer id: 1,
name: "Partner STP West",
role: :client,
saliente, :server para entrante
local ip: {10, 0, 0, 1},
local port: O,
puerto dinamica
remote ip: {10, 0, 0, 10},
remote port: 2905,
remoto
routing context: 1,
enrutamiento M3UA
point code: 100,

# Identificador unico
# Nombre descriptivo
# :client para

# IP local para enlazar
# 0 = asignacioén de

# IP del par remoto
# Puerto del par

# Contexto de

# Codigo de punto de

este par
network indicator: :international # :international o
:national
b
# Conexién al HLR Local (rol: :client)
%{
peer id: 2,

name: "Local HLR",

role: :client,

local ip: {10, 0, 0, 1},
local port: 0,

remote ip: {10, 0, 0, 20},
remote port: 2905,

routing context: 2,

point code: 200,

network indicator: :international

}

# Conexién entrante desde el MSC Remoto (rol: :server)
# Para rol :server, el STP espera una conexidén entrante

%
peer id: 3,
name: "Remote MSC",



role: :server, # Aceptar conexién
entrante

remote ip: {10, 0, 0, 30}, # IP de origen esperada

remote port: 2905, # Puerto de origen
esperado (0 = aceptar de cualquier puerto)

routing context: 3,

point code: 300,

network indicator: :international

}

# Conexidén entrante con puerto de origen dinamico (sin
filtrado de puertos)
%{
peer id: 4,
name: "Dynamic Client",
role: :server,
remote ip: {10, 0, 0, 40}, # IP de origen esperada
remote port: 0O, # 0 = aceptar
conexiones de cualquier puerto de origen
routing context: 4,
point code: 400,
network indicator: :international

}






Parametros de Configuracion de Pares

Parametro

peer id

name

role

local ip

local port

remote ip

remote port

routing context

point code

Tipo

Entero

Cadena

Atomo

Tupla o
Lista

Entero

Tupla o
Lista

Entero

Entero

Entero

Requerido

Si

Si

Si

Si (cliente)

Si (cliente)

Si

Si

Si

Si

Descripcion

Identificador numérico
unico para el par

Nombre legible por
humanos para registros y
monitoreo

:client (saliente) o
:server (entrante)

Direccién(es) IP local(es)
para enlazar. Unica: {10,
0, 0, 1} o Mdultiple para
multihoming SCTP: [{10,
0, 0, 1}, {10, 0, 0, 2}]

Puerto local (0 para
dinamico)

Direccién(es) IP del par
remoto. Unica: {10, 0, 0,
10} o Mdltiple: [{10, 0,
0, 10}, {10, 0, 0, 11}]

Puerto del par remoto (0
para entrante = aceptar de
cualquier puerto de origen)

Identificador de contexto
de enrutamiento M3UA

Cédigo de punto SS7 de
este par



Parametro Tipo Requerido Descripcion

— . :international O
network_indicator  Atomo No _
- :national

Multihoming SCTP: Para redundancia de red, puede configurar multiples
direcciones IP tanto para local ip como para remote ip. Esto habilita la
conmutacién por error automatica si falla un camino de red. Consulte la

para ejemplos de configuracién detallados y
mejores practicas.

Filtrado de Puerto de Origen para Conexiones
Entrantes

Para conexiones entrantes (rol: :server), el parametro remote port
controla el filtrado del puerto de origen:

» Puerto Especifico (por ejemplo, remote port: 2905): Solo aceptar
conexiones de ese puerto de origen exacto

o Proporciona seguridad adicional al validar el puerto de origen

o Usar cuando el par remoto utiliza un puerto de origen fijo

e Cualquier Puerto (remote port: 0): Aceptar conexiones de cualquier
puerto de origen

o Util cuando el par remoto utiliza puertos de origen dindmicos/efimeros
o Solo valida la direccién IP de origen

o Mas flexible pero ligeramente menos seguro

Ejemplo:



# Aceptar solo de 10.5.198.200:2905 (puerto especifico)
{

peer id: 1,

name: "Strict Peer",

role: :server,

remote ip: {10, 5, 198, 200},

remote port: 2905,

# ... otra configuracion

o°

# Aceptar de 10.5.198.200 con cualquier puerto de origen
{

peer id: 2,

name: "Flexible Peer",

role: :server,

remote ip: {10, 5, 198, 200},

remote port: O, # Aceptar de cualquier puerto de origen
# ... otra configuracién

o°

Soporte del Protocolo M2PA

OmniSS7 soporta tanto M3UA como M2PA protocolos para el transporte de
sefalizacion SS7.

:Qué es M2PA?

M2PA (Capa de Adaptacién MTP2 Usuario a Usuario) es un protocolo
estandarizado por IETF (RFC 4165) para transportar mensajes MTP3 de SS7
sobre redes IP utilizando SCTP.



M3UA vs M2PA: Diferencias Clave

Caracteristica M3UA M2PA

. Cliente/Servidor
Arquitectura Peer-to-Peer
(ASP/SGW)

Enlaces directos punto a

Caso de Uso Puente entre SS7 e IP

punto
Gestion del Estado Nivel de aplicacién Estilo MTP2 (Alineacion,
del Enlace (ASPUP/ASPAC) Prueba, Listo)
Numeros de Sin secuenciacion BSN/FSN de 24 bits para
Secuencia inherente entrega ordenada

. . Puerta de enlace SS7 a  Enlaces de sefalizacién
Despliegue Tipico ,
IP, STP directos entre nodos

RFC RFC 4666 RFC 4165

Orientacion sobre Seleccion de Protocolo

Recomendacion: Usar M3UA por defecto. Solo usar M2PA cuando sea
especificamente requerido.

Cuando Usar M3UA (Recomendado)

M3UA es el protocolo recomendado para la mayoria de los despliegues:

» Despliegues STP: Implementaciones estandar de puntos de transferencia
de sefalizacion

* Funciones de Puerta de Enlace: Conexidon de redes SS7 con sefalizacion
basada en IP

» Conexiones de Elementos de Red: Conexién de HLRs, MSCs, SMSCs y
otros elementos de red a su STP



* Puerta de Enlace de Senalizacion (SGW): Puerta de enlace central que
acepta conexiones de multiples Servidores de Aplicaciones

» Topologias Flexibles: Arquitecturas cliente/servidor con control
centralizado

» Redes Multivendedor: Estandar de la industria ampliamente soportado
(RFC 4666)

Use M3UA para conectar elementos de red (HLR, MSC, SMSC, VLR,
etc.) a su STP.

Cuando Usar M2PA (Solo Casos Especiales)
M2PA debe usarse solo en escenarios especificos:

e Enlaces STP a STP: Conexiones directas punto a punto entre Puntos de
Transferencia de Sefalizacién en una red multi-STP

e Reemplazo de TDM Legado: Reemplazo de enlaces TDM SS7
tradicionales cuando el sistema remoto requiere especificamente M2PA

e Compatibilidad con MTP2 Requerida: Al conectarse a sistemas
heredados que exigen gestion del estado del enlace al estilo MTP2

* Requisito del Socio: Cuando un socio o interconexidn requiere
especificamente el protocolo M2PA

Importante: No use M2PA para conectar elementos de red (HLR, MSC, SMSC) a
su STP - use M3UA en su lugar. M2PA esta disefiado para interconexiones STP a
STP donde ambos lados operan como nodos de enrutamiento.

Configurando Pares M2PA

Los pares M2PA se configuran de la misma manera que los pares M3UA, con un
parametro protocol adicional.

Configuracion de Par M2PA

Agregue pares M2PA a su configuracién m3ua peers en config/runtime.exs
(si, comparten la misma seccién de configuracién a pesar de ser diferentes
protocolos):



Parametros Clave para M2PA:

Parametro Valor

protocol :m2pa

:client o
role

rserver
local port Entero
remote port Entero
point code Entero
adjacent point code  Entero

Descripcion
Especifica el protocolo M2PA

(predeterminado a :m3ua si se
omite)

Direccidn de conexidn

Puerto SCTP local (el puerto
estandar M2PA es 3565)

Puerto SCTP remoto (el puerto
estandar M2PA es 3565)

Su cdodigo de punto

Cdédigo de punto del par remoto
(especifico de M2PA)

Nota: M2PA utiliza puerto 3565 como el estandar de la industria (diferente del

puerto 2905 de M3UA).

Estados de Enlace M2PA

Los enlaces M2PA progresan a través de varios estados durante la

inicializacion:

1. Abajo - Sin conexidén establecida

2. Alineacion - Fase de sincronizacion inicial (~1 segundo)

3. Prueba - Verificaciéon de calidad del enlace (~2 segundos)

4. Listo - Enlace activo y listo para el trafico

La progresidn del estado de enlace asegura una sefializacidon confiable antes de

que se intercambie trafico.



Gestionando Pares M2PA a través de la
Interfaz Web

La pagina de Enrutamiento en la Interfaz Web proporciona soporte completo
para gestionar pares M2PA:

1. Navegar a la pagina de Enrutamiento

2. Seleccionar la pestana "Pares"

3. Hacer clic en "Agregar Nuevo Par"

4. Elegir "M2PA (RFC 4165)" del menu desplegable de Protocolo

5. Completar la configuracién del par:
o Nombre del Par (identificador descriptivo)

o Protocolo: M2PA

o Rol: cliente o servidor

o Cddigo de Punto (su PC)

o Direcciones IP Local/Remota

o Puertos Locales/Remotos (tipicamente 3565 para M2PA)
o Indicador de Red (internacional o nacional)

6. Hacer clic en "Guardar Par"

La tabla de pares muestra el tipo de protocolo con codificacién de colores:

e Azul - pares M3UA
e Verde - pares M2PA

Comportamiento de Enrutamiento M2PA

Los pares M2PA se integran sin problemas con el sistema de enrutamiento de
OmniSS7:

* Rutas por Cédigo de Punto: Funcionan de manera idéntica para M2PA y
M3UA

» Rutas por Titulo Global: Totalmente soportadas en enlaces M2PA

e Prioridad de Ruta: Los pares M2PA y M3UA pueden mezclarse en las
mismas tablas de enrutamiento



» Reenvio de Mensajes: Los mensajes pueden llegar a M2PA y ser
enrutados a M3UA, y viceversa

Métricas M2PA

M2PA proporciona métricas completas de Prometheus para monitorear la salud
del enlace y el tréfico:

Métricas de Trafico:

* m2pa messages sent total - Total de mensajes MTP3 enviados por enlace

e m2pa_messages received total - Total de mensajes MTP3 recibidos por
enlace

* m2pa bytes sent total - Total de bytes enviados sobre M2PA
e m2pa_bytes received total - Total de bytes recibidos sobre M2PA

Todas las métricas de trafico estan etiquetadas por: link name, point code,
adjacent pc

Métricas de Estado del Enlace:

* m2pa link state changes total - Transiciones de estado del enlace
(ABIERTO - ALINEACION - PRUEBA - LISTO)
o Etiquetas: link name, from state, to state

Métricas de Error:

e m2pa_errors_total - Total de errores por tipo
o decode error - Fallos de decodificacion de mensajes M2PA

o encode error - Fallos de codificacion de mensajes M2PA
o sctp _send error - Fallos de transmisiéon SCTP

o Etiquetas: link name, error type
Acceso a Métricas:

e Punto final de Prometheus: http://your-server:8080/metrics

» Las métricas se registran automaticamente al iniciar la aplicacion



Mejores Practicas M2PA

1.

Seleccidon de Puerto: Use el puerto 3565 para M2PA (estandar de la
industria)

. Monitoreo de Enlace: Monitoree los cambios de estado del enlace a

través de métricas

. Reglas de Firewall: Asegurese de que SCTP (protocolo IP 132) esté

permitido

. Cédigos de Punto: Asegurese de que los cddigos de punto adyacentes

estén configurados correctamente en ambos lados

5. Indicador de Red: Debe coincidir entre pares (internacional o nacional)

. Pruebas: Use la pagina de Prueba de Enrutamiento para verificar la

conectividad después de la configuracion

Configurando el Enrutamiento por
Cddigo de Punto

El enrutamiento por Cédigo de Punto dirige mensajes basados en el Codigo de
Punto de Destino (DPC) en el encabezado MTP3.

Entendiendo los Cddigos de Punto en la Pila de
Protocolo SS7

Los cédigos de punto existen en diferentes capas de la pila de protocolo SS7.
Entender esta distincién es importante:

Capas de la Pila de Protocolo:



|
Capa de Aplicaci6én (SCCP/TCAP/MAP) |
|
|

|
|
|
| Capa MTP3 | « Enrutamiento de Datos
de Usuario

| - Etiqueta de Enrutamiento: DPC, OPC, SLS | « Usado para
enrutamiento STP

| - Octeto de Informacién de Servicio (SIO) |

| M3UA o M2PA (Capa de Adaptacién) | « Protocolo de
Transporte
| - Datos de Protocolo (contiene MTP3) |

- Gestidén de Red (DUNA/DAVA) | « Estado de la Red

SCTP (Transporte) |

Dos Tipos de Codigos de Punto:
1. Cédigos de Punto de Capa MTP3 (Usados para Enrutamiento):

o Ubicados en la etiqueta de enrutamiento MTP3 (DPC, OPC)
o Presentes en el parametro de Datos de Protocolo M3UA (etiqueta 528)
o Presentes en mensajes de Datos de Usuario M2PA

o El STP utiliza estos valores DPC para decisiones de
enrutamiento

o Estos determinan dénde se entrega finalmente el mensaje

2. Cadigos de Punto de Capa M3UA (Usados para Gestién de Red):

o Presentes en mensajes de gestion M3UA (DUNA, DAVA, SCON, DUPU)
o Indican cédigos de punto afectados para el estado de la red
o Indican a los pares qué destinos estan disponibles/no disponibles

o No se utilizan para enrutamiento de datos de usuario

Cémo Funciona el Enrutamiento STP:

e Para mensajes M3UA DATA: El STP extrae el mensaje MTP3 del
parametro de Datos de Protocolo (etiqueta 528), que contiene la etiqueta



de enrutamiento MTP3 (DPC, OPC, SLS). El DPC de la capa MTP3 se utiliza
para buscar rutas.

 Para mensajes de Datos de Usuario M2PA: El STP extrae el mensaje

MTP3 del campo de datos de usuario M2PA, luego lee el DPC de la etiqueta
de enrutamiento MTP3.

* Mensajes de gestion M3UA: Los mensajes de gestion de la red (DUNA,
DAVA, SCON) contienen cédigos de punto afectados en la capa M3UA para
el estado de sefalizacion de la red entre pares.

Rutas Basicas por Cadigo de Punto

Agregue rutas a config/runtime.exs:



config :omniss7,
m3ua routes: [
# Enrutar todo el trafico para PC 100 al par 1 (STP Socio)

%{
dest pc: 100, # Cédigo de punto de
destino
peer id: 1, # Par a través del cual
enrutar
priority: 1, # Prioridad (menor = mayor
prioridad)
network indicator: :international
# mask: 14 # Opcional: predeterminado
a 14 (coincidencia exacta)
},
# Enrutar todo el trafico para PC 200 al par 2 (HLR Local)
%{
dest pc: 200,
peer id: 2,
priority: 1,
network indicator: :international
},
# Ejemplo de balanceo de carga: PC 300 con rutas primaria y de
respaldo
%{
dest pc: 300,
peer id: 3, # Ruta primaria
priority: 1,
network indicator: :international
},
%{
dest pc: 300,
peer id: 4, # Ruta de respaldo (nUmero
de prioridad mas alto)
priority: 2,
network indicator: :international
}

Nota: El campo mask es opcional y predeterminado a 14 (coincidencia exacta).
Solo especifique mask cuando necesite enrutamiento basado en rangos



(consulte la seccién de Mascaras de Codigo de Punto a continuacion).

Logica de Enrutamiento

1.

El STP recibe un mensaje M3UA DATA o un mensaje de Datos de Usuario
M2PA

. EI STP extrae el mensaje MTP3 del campo de Datos de Protocolo (M3UA) o

del campo de Datos de Usuario (M2PA)

. EI STP lee el Codigo de Punto de Destino (DPC) de la etiqueta de

enrutamiento MTP3

. Busca en la tabla de enrutamiento un DPC coincidente (considerando las

mascaras)

. Si existen multiples rutas, selecciona la ruta con mascara mas especifica

(valor de mascara mas alto), luego numero de prioridad mas bajo

. Envuelve el mensaje MTP3 en M3UA DATA o M2PA User Data para el par de

destino

7. Ruta el mensaje al par correspondiente

. Si el par seleccionado esta inactivo, intenta la siguiente ruta de mayor

prioridad

Mascaras de Cdodigo de Punto

Los codigos de punto son valores de 14 bits (rango 0-16383). Por defecto, las
rutas coinciden exactamente con un solo cédigo de punto (mdascara /14). Sin



embargo, puede usar mascaras de codigo de punto para crear rutas que
coincidan con rangos de cédigos de punto.

Entendiendo Mascaras

La mascara especifica cuantos bits mas significativos deben coincidir entre
el PC de destino de la ruta y el DPC del mensaje entrante. Los bits restantes
pueden ser cualquier valor, creando un rango de cédigos de punto
coincidentes.

Tabla de Referencia de Mascaras:



3 Cdédigos de Punto
Mascara . Caso de Uso
Coincidentes

1 PC (coincidencia

/14 exacta) Destino Unico (predeterminado)
/13 2 PCs Rango pequefio

/12 4 PCs Rango pequeno

/11 8 PCs Rango pequefio

/10 16 PCs Rango mediano

/9 32 PCs Rango mediano

/8 64 PCs Rango mediano

/7 128 PCs Rango mediano-grande

/6 256 PCs Rango grande

/5 512 PCs Rango grande

/4 1,024 PCs Rango muy grande

/3 2,048 PCs Rango muy grande

/2 4,096 PCs Rango extremadamente grande
/1 8,192 PCs La mitad de todos los PCs

Todos los PCs (ruta
/0 16,384 PCs .
predeterminada/de respaldo)

Ejemplos de Mascaras de Cédigo de Punto



Nota: El campo mask es opcional en todos los ejemplos. Si se omite,
predetermina a 14 (coincidencia exacta).

Ejemplo 1: Cédigo de Punto Unico (Comportamiento Predeterminado)

# Sin campo de mdscara (recomendado para un solo PC)

{
dest pc: 1000,

o°

peer id: 1,
priority: 1,
network indicator: :international

}

# La mascara predeterminada es 14 - Coincide: Solo PC 1000

# Mascara explicita (mismo resultado)

%q{

dest pc: 1000,

peer id: 1,

priority: 1,

mask: 14, # Coincidencia exacta
explicita

network indicator: :international

}
# Coincide: Solo PC 1000

Ejemplo 2: Rango Pequeno

o®
~

dest pc: 1000,

peer id: 2,

priority: 1,

mask: 12, # Coincide con 4 PCs
network indicator: :international

}
# Coincide: PC 1000, 1001, 1002, 1003

Ejemplo 3: Rango Mediano



o°
-~

dest pc: 1000,

peer id: 3,

priority: 1,

mask: 8, # Coincide con 64 PCs
network indicator: :international

}
# Coincide: PC 1000-1063 (64 cdédigos de punto consecutivos)

Ejemplo 4: Ruta Predeterminada/Ruta de Respaldo

%q{

dest pc: O,

peer id: 4,

priority: 10, # Baja prioridad (numero
alto)

mask: 0, # Coincide con todos los
PCs

network indicator: :international
}
# Coincide: Todos los cdédigos de punto (0-16383)
# Usar como ruta de captura/predeterminada con baja prioridad

Combinando Rutas Especificas y Rutas enmascaradas

Puede combinar rutas especificas con rutas enmascaradas para un
enrutamiento flexible:



config :omniss7,
m3ua routes: [
# Ruta especifica para PC 100 (tiene prioridad)

%{
dest pc: 100,
peer id: 1,
priority: 1,

network indicator: :international
# mask predeterminado a 14 (coincidencia exacta)

b
# Ruta de rango para PCs 1000-1063
%{
dest pc: 1000,
peer id: 2,
priority: 1,
mask: 8, # Coincide con 64 PCs
network indicator: :international
}
# Ruta predeterminada para todos los demds PCs
%{
dest pc: 0O,
peer id: 3,
priority: 10, # Baja prioridad
mask: O, # Coincide con todos los

PCs
network indicator: :international

Decision de Enrutamiento para DPC 1000:

1. Coincide con la ruta de mascara /14 (PC 1000 exactamente) -
Seleccionada (mas especifica)

2. También coincide con la ruta de mascara /8 (rango PC 1000-1063) -
Ignorada (menos especifica)

3. También coincide con la ruta de mascara /0 (todos los PCs) - Ignorada
(menos especifica)

Decision de Enrutamiento para DPC 1015:



1.
2.

No coincide con la ruta de méascara /14 (PC 1000 solamente)

Coincide con la ruta de mascara /8 (rango PC 1000-1063) - Seleccionada
(mds especifica)

3. También coincide con la ruta de mascara /0 (todos los PCs) - Ignorada

(menos especifica)

Decision de Enrutamiento para DPC 5000:

1.
2.

No coincide con la ruta de méscara /14

No coincide con la ruta de méascara /8

3. Coincide con la ruta de mascara /0 (todos los PCs) - Seleccionada (Unica

coincidencia, ruta de respaldo)

Mejores Practicas

1.

Omitir mask para Destinaciones Unicas: Para coincidencias exactas de
cédigos de punto, omita el campo mask por completo (predeterminado a
/14)

. Usar /14 Explicitamente Solo Cuando Sea Necesario: Solo

especifique mask: 14 cuando necesite dejarlo claro en la documentaciéon o
al mezclar con rutas de rango

. Usar Mascaras de Rango para Bloques de Red: Rutee segmentos

completos de red a pares especificos con mascaras /0 a /13

. Usar /0 como Respaldo: Cree una ruta predeterminada con baja

prioridad para capturar trafico no coincidente

. El Mas Especifico Gana: El motor de enrutamiento siempre selecciona

primero la ruta coincidente mas especifica (valor de méscara més alto)

. Prioridad como Desempate: Si multiples rutas tienen la misma mascara,

el nimero de prioridad mas bajo gana

Configurando el Enrutamiento por

Titulo Global (GT)

El enrutamiento por Titulo Global permite el enrutamiento basado en
contenido utilizando niumeros de teléfono o valores de IMSI en lugar de



codigos de punto. Para una traduccién avanzada de direcciones por Titulo
Global basada en la parte que llama/llamada, consulte la

Requisitos Previos

e Habilitar el enrutamiento por GT: enable gt routing: true en
config/runtime.exs



Configuracion de Rutas GT

config :omniss7,
# Habilitar enrutamiento GT
enable gt routing: true,

m3ua gt routes: [
# Enrutar todos los nimeros del Reino Unido (prefijo 44) al

par 1
%{
gt prefix: "44", # Prefijo de Titulo Global
a coincidir
peer id: 1, # Par de destino
priority: 1, # Prioridad (menor = mayor)
description: "Numeros del Reino Unido" # Descripcién para
registro
},
# Enrutar numeros de EE. UU. (prefijo 1) al par 2
%{
gt prefix: "1",
peer id: 2,
priority: 1,
description: "NUmeros de EE. UU."
},

# Ruta mas especifica: numeros méviles del Reino Unido que
comienzan con 447

%{
gt prefix: "447", # La coincidencia de
prefijo mas larga gana
peer id: 3,
priority: 1,
description: "NUmeros méviles del Reino Unido"
},
# Enrutamiento especifico de SSN (opcional)
%{
gt prefix: "555",
source ssn: 8, # Solo coincidir si SSN de
origen = 8 (SMSC)
peer id: 4,

dest ssn: 6, # Reescribir SSN de destino



a 6 (HLR)
priority: 1,
description: "Trafico SMS para prefijo 61"

}

Logica de Enrutamiento GT

El algoritmo de enrutamiento GT sigue este proceso de decisién:



Mensaje SCCP Entrante

\
E=

N



Especificidad:

1. Prefijo GT mas Largo
2. SSN Especifico >
comodin
3. TT Especifico >
comodin
4. NPI Especifico >
comodin
5. NAI Especifico >
comodin
6. Prioridad mas Baja

escrituras:
- dest_ssn
- dest_tt
- dest_npi
- dest_nai




/

Mensaje Enrutado

1. Coincidencia de Prefijo mas Largo: El STP encuentra todas las rutas GT

Pasos de Enrutamiento:

donde el prefijo coincide con el comienzo del Titulo Global

o Ejemplo: GT "447712345678" coincide con "44" y "447", pero "447"
gana (coincidencia mas larga)

2. Coincidencia de SSN (Opcional):

o Si se especifica source _ssn, la ruta solo coincide cuando el SSN de la
Parte Llamada SCCP es igual a ese valor

o Sji source ssn es nil, la ruta coincide con cualquier SSN (comodin)

3. Coincidencia de TT/NPI/NAI (Opcional):

o Sise especifican source _tt, source npi 0 source nai, las rutas
deben coincidir con esos indicadores

o Los valores nil actuan como comodines (coinciden con cualquier
valor)

4. Seleccion Basada en Especificidad:

o Las rutas con criterios de coincidencia mas especificos ganan sobre los
comodines

o Orden de prioridad: Longitud del Prefijo GT - SSN - TT = NPl - NAIl -
Numero de Prioridad

5. Reescritura de Indicadores (Opcional):



o Sise especifican dest ssn, dest tt, dest npi o dest nai, el STP
reescribe esos indicadores

o Util para normalizacién de protocolos e interconexién de redes

6. Recaida al Caédigo de Punto:

o Si no coincide ninguna ruta GT, el STP recae al enrutamiento por
Cédigo de Punto utilizando el DPC

Enrutamiento Avanzado por GT: Tipo de
Traduccion, NPl y NAI

Ademas de la coincidencia de prefijo GT y SSN, el STP admite el enrutamiento y
la transformacion basados en los indicadores de Titulo Global SCCP:

e Tipo de Traduccion (TT): Identifica el plan de numeracién y el tipo de
direccién

* Indicador de Plan de Numeracion (NPI): Define el plan de numeracién
(por ejemplo, ISDN, Datos, Telex)

* Indicador de Naturaleza de Direccidon (NAIl): Especifica el formato de
direccién (por ejemplo, Internacional, Nacional, Suscriptor)

Coincidencia (Indicadores de Origen)
Las rutas pueden coincidir en los indicadores de mensajes entrantes:

e source tt: Coincidir mensajes con Tipo de Traduccidn especifico



* source npi: Coincidir mensajes con Indicador de Plan de Numeracion
especifico

e source nai: Coincidir mensajes con Indicador de Naturaleza de Direccion
especifico

e Valor nil = comodin (coincide con cualquier valor)

Transformacion (Indicadores de Destino)

Las rutas pueden reescribir indicadores al reenviar:

e dest tt: Transformar Tipo de Traduccion a nuevo valor
e dest npi: Transformar Indicador de Plan de Numeracion a nuevo valor
e dest nai: Transformar Indicador de Naturaleza de Direccién a nuevo valor

* Valor nil = preservar el valor original (sin transformacién)

Seleccion Basada en Especificidad

Cuando multiples rutas coinciden, se selecciona la ruta mas especifica
utilizando este orden de prioridad:

. Coincidencia de prefijo GT mas largo

. SSN especifico de origen sobre SSN comodin
. TT especifico de origen sobre TT comodin

. NPl especifico de origen sobre NPl comodin

. NAI especifico de origen sobre NAI comodin

o U A W N -

. Niumero de prioridad mas bajo

Ejemplos de Configuracion



config :omniss7,
enable gt routing: true,

m3ua gt routes: [

0_)3 n

NAT"

#
%{

}

#
{

}

#
%{

-

#
%{

Ejemplo 1: Coincidir y transformar Tipo de Traduccidn

gt prefix: "44",

peer id: 1,

source tt: 0, # Coincidir TT=0 (Desconocido)
dest tt: 3, # Transformar a TT=3 (Nacional)
priority: 1,

description: "Numeros del Reino Unido: transformacién TT

Ejemplo 2: Coincidir NPI especifico y transformar NAI

gt prefix: "1",

peer id: 2,

source npi: 1, # Coincidir NPI=1 (ISDN/Teléfono)
source nai: 4, # Coincidir NAI=4 (Internacional)
dest nai: 3, # Transformar a NAI=3 (Nacional)
priority: 1,

description: "Numeros de EE. UU.: Internacional-Nacional

Ejemplo 3: Enrutamiento combinado de SSN e indicadores

gt prefix: "33",

source ssn: 8, # Coincidir trafico SMS

source tt: 0O, # Coincidir TT=0

dest ssn: 6, # Reescribir SSN a HLR

dest tt: 2, # Transformar a TT=2

dest npi: 1, # Establecer NPI=1 (ISDN)

dest nai: 4, # Establecer NAI=4 (Internacional)
peer id: 3,

priority: 1,

description: "SMS francés: normalizacién completa"

Ejemplo 4: TT comodin, NPI especifico



gt prefix: "49",

source tt: nil, # Coincidir cualquier TT (comodin)
source npi: 6, # Coincidir NPI=6 (Datos)

dest npi: 1, # Transformar a NPI=1 (ISDN)

peer id: 4,

priority: 1,

description: "Normalizacién de red de datos alemana"

Valores Comunes de TT/NPI/NAI

Tipo de Traduccion (TT):

e 0 = Desconocido
e 1 = Internacional
e 2 = Nacional

e 3 = Especifico de la Red
Indicador de Plan de Numeracion (NPI):

e 0 = Desconocido

e 1 = ISDN/Teléfono (E.164)
e 3 = Datos (X.121)

e 4 = Telex (F.69)

e 6 = Movil Terrestre (E.212)

Indicador de Naturaleza de Direccion (NAI):

e 0 = Desconocido

e 1 = NUmero de Suscriptor

e 2 = Reservado para Uso Nacional
e 3 = NUmero Significativo Nacional

e 4 = NUmero Internacional

Ejemplo de Decision de Enrutamiento

Para un mensaje entrante con:



GT: "447712345678"
SSN: 8

TT: O

NPI: 1

NAI: 4

Con estas rutas configuradas:

# Ruta A: TT comodin
%{gt prefix: "447", peer id: 1, priority: 1}

# Ruta B: TT especifico
%{gt prefix: "447", source tt: 0, peer id: 2, priority: 1}

# Ruta C: TT especifico + NPI

%{gt prefix: "447", source tt: 0, source npi: 1, peer id: 3,
priority: 1}

Resultado: Se selecciona la Ruta C (mas especifica: coincide GT + TT + NPI)

El mensaje se reenvia con indicadores transformados segun los valores de
dest tt, dest npi, dest nai de la Ruta C.



Ejemplos de Enrutamiento GT

GT Llamado

447712345678

441234567890

12125551234

555881234567

555881234567

441234567890

12125551234

SSN
de
Origen

TT

NPI

NAI

Ruta
Coincidente

"447" - par
3

"44" —» par 1l

"1" - par 2

"555" (SSN
8) » par4d

II555II
(comodin
SSN) - par X

"44" (TT=0)
- parl

nqn (-I—r=0’
NPI=1,
NAI=4)

Razdén

Coincidencia
prefijo mas le

Coincidencia
prefijo, no ha
ruta mas
especifica

Coincidencia
prefijo para
ndmeros de [
Uu.

Coincidencia
GT + SSN,
reescribe SSI
6

Coincidencia
GT, sin
reescritura d¢
SSN

Coincidencia
GT + TT,
transforma T
3

Mds especific
coincidencia
GT+TT+NPI+



Casos de Uso Practicos para Enrutamiento TT/NPI/NAI

1. Normalizacion de Interconexion de Redes

o Diferentes redes pueden usar diferentes convenciones de indicadores

o Transformar indicadores en el punto de interconexién para asegurar
compatibilidad

o Ejemplo: La red asociada usa TT=0 para internacional, su red usa TT=1

2. Conversion de Protocolo

o Convertir entre planes de numeracion al enrutar entre diferentes tipos
de red

o Ejemplo: Ruta desde la red mévil (NPI=6) a PSTN (NPI=1)

3. Estandarizacion de Formato de Direccion

o Normalizar todo el trafico entrante para usar valores NAI consistentes

o Ejemplo: Convertir todos los formatos internacionales (NAI=4) a
formato nacional (NAI=3) para enrutamiento doméstico

4. Enrutamiento Especifico de Proveedor

o Enrutar basado en tipo de traduccién a diferentes proveedores de
servicio

o Ejemplo: TT=0 rutea a Carrier A, TT=2 rutea a Carrier B

5. Integracion de Sistemas Legados

o Los sistemas modernos pueden usar diferentes valores de indicadores
que los sistemas legados

o Transformar en el STP para mantener la compatibilidad hacia atras



Caracteristicas de Gestion de
Rutas

Deshabilitando Rutas

Las rutas pueden deshabilitarse temporalmente sin eliminarlas. Esto es Uutil
para pruebas, mantenimiento o gestién de trafico.

Bandera Habilitada

Tanto las rutas por Cédigo de Punto como las rutas por Titulo Global admiten
una bandera enabled opcional:



config :omniss7,
m3ua routes: [
# Ruta activa

%{
dest pc: 100,
peer id: 1,
priority: 1,

network indicator: :international,
enabled: true # Ruta activa (predeterminado si se omite)

}

# Ruta deshabilitada (no evaluada durante el enrutamiento)
%{
dest pc: 200,
peer id: 2,
priority: 1,
network indicator: :international,
enabled: false # Ruta deshabilitada
}
1,

m3ua_gt routes: [

# Ruta GT deshabilitada

%{
gt prefix: "44",
peer id: 1,
priority: 1,
description: "Numeros del Reino Unido - temporalmente

deshabilitada",

enabled: false

Comportamiento Predeterminado:

e Si enabled no se especifica, las rutas predeterminan a enabled: true

e Las rutas deshabilitadas se omiten completamente durante la busqueda de
rutas

e Use la Interfaz Web para alternar rutas activas/inactivas sin editar la
configuracién



Casos de Uso:

Pruebas de cambios en el flujo de trafico

Ventanas de mantenimiento temporales

Pruebas A/B de diferentes rutas de enrutamiento

Implementacién gradual de nuevas rutas

Rutas DROP - Previniendo Bucles de
Enrutamiento

Las rutas DROP (con peer_id: 0) descartan silenciosamente el traéfico en lugar
de reenviarlo. Esto previene bucles de enrutamiento y permite un filtrado
avanzado de trafico.

Configurando Rutas DROP

config :omniss7,
m3ua_routes: [
# Ruta DROP para cddigo de punto especifico

%{
dest pc: 999,
peer id: O, # peer id=0 significa DROP
priority: 1,
network indicator: :international
}

]I

m3ua gt routes: [
# Ruta DROP para prefijo GT
%{
gt prefix: "999",
peer id: 0O, # peer id=0 significa DROP
priority: 99,
description: "Bloquear rango de prueba"

}

Coémo Funcionan las Rutas DROP



Cuando un mensaje coincide con una ruta DROP:

1. El motor de enrutamiento identifica peer _id: 0
2. El mensaje es silenciosamente descartado (no reenviado)

3. Se genera un registro INFO: "Ruta DROP coincidente para DPC 999" o
“Ruta DROP coincidente para GT 999"

4. La busqueda de enrutamiento devuelve {:error, :dropped}

Importante: El trafico descartado se registra a nivel INFO para monitoreo y
solucion de problemas.

Caso de Uso Comun: Lista Blanca de Prefijos

Uno de los usos mas poderosos de las rutas DROP es la lista blanca de
prefijos: permitiendo solo niUmeros especificos dentro de un gran rango
mientras se bloguean todos los demas.

El Patron:

1. Crear una ruta DROP para todo el prefijo con numero de prioridad alto
(por ejemplo, 99)

2. Crear rutas de permitir especificas para niumeros individuales con
numeros de prioridad bajos (por ejemplo, 1)

3. Dado que los numeros de prioridad mas bajos se evalUan primero, las rutas
permitidas coinciden antes de la ruta DROP

4. Cualquier numero que no esté explicitamente permitido se captura en la
ruta DROP

Ejemplo de Escenario:

Tiene un prefijo GT 1234 que representa un rango de 10,000 nUmeros
(1234000000 - 1234999999), pero solo desea enrutar 3 numeros especificos:
1234567890, 1234555000 y 1234111222.



config :omniss7,
m3ua gt routes: [
# Ruta DROP con PRIORIDAD ALTA (evaluada al final)

%{
gt prefix: "1234",
peer id: 0, # DROP
priority: 99, # Ndmero alto = baja prioridad =

evaluada al final
description: "Bloquear todos los 1234* excepto numeros en la

lista blanca"

}

# Rutas de permitir especificas con NUMEROS DE PRIORIDAD BAJOS
(evaluadas primero)

%{
gt prefix: "1234567890",
peer id: 1, # Ruta al par 1
priority: 1, # NUmero bajo = alta prioridad =

evaluada primero
description: "Numero permitido 1"

},
%{

gt prefix: "1234555000",

peer id: 1,

priority: 1,

description: "NUmero permitido 2"
},
%{

gt prefix: "1234111222",

peer id: 1,

priority: 1,

description: "Numero permitido 3"
}

Comportamiento de Enrutamiento:



GT
Entrante

1234567890

1234555000

1234111222

1234999999

1234000000

Resultado:

Rutas
Coincidentes

[0"1234567890"
(prioridad 1)
["1234" DROP
(prioridad 99)

0 "1234555000"
(prioridad 1)
["1234" DROP
(prioridad 99)

0"1234111222"
(prioridad 1)
0"1234" DROP
(prioridad 99)

[]"1234" DROP
(prioridad 99)

["1234" DROP
(prioridad 99)

Ruta Seleccionada

"1234567890" (mas
especifica, mayor
prioridad)

"1234555000" (mas
especifica, mayor
prioridad)

"1234111222" (més
especifica, mayor
prioridad)

"1234" DROP (Unica
coincidencia)

"1234" DROP (Unica
coincidencia)

* [] Solo se enrutan 3 numeros especificos al par 1

Accion

Enrutado al
par 1

Enrutado al
par 1

Enrutado al
par 1

Descartado +

registrado

Descartado +
registrado

e [] Todos los demdas niUmeros 1234* son silenciosamente descartados

» [] Todo el trafico descartado se registra para monitoreo

Registros Generados:

[INFO] Ruta DROP coincidente para GT 1234999999
[INFO] Ruta DROP coincidente para DPC 1050

Rutas DROP para Cdédigos de Punto



El mismo patrén de lista blanca funciona para el enrutamiento por Cédigo de
Punto:

config :omniss7,
m3ua routes: [

# DROP todo el rango /8 (64 codigos de punto: 1000-1063)

%{
dest pc: 1000,
peer id: 0O,
priority: 99,
mask: 8,
network indicator: :international

}

# Permitir codigos especificos

%{dest pc: 1010, peer _id: 1, priority: 1, network indicator:
:international},

%{dest pc: 1020, peer id: 1, priority: 1, network indicator:
:international},

%{dest pc: 1030, peer id: 1, priority: 1, network indicator:
:international}

]

Resultado: Solo se enrutan los PCs 1010, 1020 y 1030. Todos los demas PCs
en el rango 1000-1063 son descartados.

Monitoreo de Rutas DROP

Verificar Registros:

# Monitorear trafico descartado
tail -f logs/app.log | grep "Ruta DROP coincidente"

# Salida esperada:

[INFO] Ruta DROP coincidente para GT 1234999999
[INFO] Ruta DROP coincidente para DPC 1050

A través de la Interfaz Web:

* Navegar a la pestafa Registros del Sistema



e Filtrar por nivel INFO

e Buscar "Ruta DROP coincidente"
Mejores Practicas:

1. A Monitorear registros regularmente para asegurar que las rutas DROP no
estén blogueando trafico legitimo

2. [] Usar campos description descriptivos para documentar por qué se
descartan rutas

3. [] Usar nimeros de prioridad altos (90-99) para rutas DROP para asegurarse
de que sean rutas de captura

4. [] Probar el comportamiento de la ruta DROP antes de implementar en
produccion

5. [] Configurar alertas para aumentos inesperados en el trafico descartado

Enrutamiento Avanzado:
Enrutamiento y Reescritura Basada
en SSN

Numeros de Subsistema (SSN)

Los NUmeros de Subsistema identifican la capa de aplicacién:

SSN 6: HLR (Registro de Ubicacién de Hogar)

SSN 7: VLR (Registro de Ubicacién de Visitante)

SSN 8: MSC (Centro de Conmutacién Movil) / SMSC (Centro de SMS)
SSN 9: GMLC (Centro de Ubicacion Moévil de Puerta de Enlace)

Ejemplo de Enrutamiento Basado en SSN

Enrutar trafico SMS a diferentes HLR segun el prefijo del nimero:



m3ua gt routes: [
# Enrutar SMS para numeros del Reino Unido al HLR del Reino
Unido, reescribir SSN de 8 (SMSC) a 6 (HLR)
%{
gt prefix: "44",
source ssn: 8, # Coincidir SSN de entrada 8
(SMSC)
peer id: 1,
dest ssn: 6, # Reescribir a SSN 6 (HLR)
priority: 1,
description: "SMS del Reino Unido al HLR"
},

# Enrutar trafico de voz para numeros del Reino Unido (SSN 6)
sin reescritura

%{
gt prefix: "44",
source ssn: 6, # Coincidir SSN de entrada 6
(HLR)
peer id: 1,
dest ssn: nil, # Sin reescritura de SSN
priority: 1,

description: "Trafico de voz del Reino Unido"

Probando la Configuracion de
Enrutamiento STP

Después de configurar pares y rutas, verifique su configuracion:

1. Verificar el Estado de los Pares
A través de la Interfaz Web:

* Navegar a

» Verificar la pagina de Estado M3UA


http://localhost/

e Asegurarse de que los pares muestren Estado: ACTIVO

A través de la Consola IEx:

# Obtener todos los estados de los pares
M3UA.STP.get peers status()

# Salida esperada:

# [

# %{peer_id: 1, name: "Partner STP West", status: :active,
point code: 100, ...},

# %{peer id: 2, name: "Local HLR", status: :active, point code:
200, ...}

# ]

2. Probar el Enrutamiento por Codigo de Punto

# Enviar mensaje M3UA de prueba a DPC 100
test payload = <<1, 2, 3, 4>> # Carga Util de prueba
M3UA.STP.route by pc(100, test payload, 0)

# Verificar registros para la decisién de enrutamiento
# Registro esperado: "Enrutando mensaje: OPC=... -> DPC=100 a
través del par 1"



3. Probar el Enrutamiento por Titulo Global

# Buscar ruta GT manualmente
M3



Guia de la Interfaz Web

Esta guia proporciona documentacion completa para el uso de la Interfaz Web
de OmniSS7 (interfaz Phoenix LiveView).

Tabla de Contenidos

o s W

Descripcion General

La Interfaz Web de OmniSS7 es una aplicacion Phoenix LiveView que
proporciona capacidades de monitoreo y gestién en tiempo real. Las paginas
disponibles dependen de cudl modo operativo esta activo (STP, HLR o SMSc).



Arquitectura de la Interfaz Web

Web Browser

f

WebSocket/HTTPS

N

M3UA Routing System ‘ Subscriber Tracker

Configuracion del Servidor

e Protocolo: HTTPS
e Puerto: 443 (configurado en config/runtime.exs)
¢ IP Predeterminada: 0.0.0.0 (escucha en todas las interfaces)

e Certificados: Ubicados en priv/cert/

URL de Acceso: https://[server-ip]:443

Acceso a la Interfaz Web

Requisitos Previos

1. Certificados SSL: AsegUrese de que los certificados SSL validos estén
presentes en priv/cert/:

o omnitouch.crt - Archivo de certificado

o omnitouch.pem - Archivo de clave privada

2. Aplicacion en Ejecucidn: Inicie la aplicaciéon con iex -S mix



3. Cortafuegos: Asegurese de que el puerto 443 esté abierto para el trafico
HTTPS



Paginas Disponibles por Modo

Pagina

Eventos SS7

Cliente SS7

M3UA

Enrutamiento

Prueba de
Enrutamiento

Enlaces HLR

Suscriptores
Activos

Enlaces SMSc

Suscriptores
SMSc

Modo
STP

Modo
HLR

Modo
SMSc

Descripcion

Registro de eventos y
captura de mensajes
SCCP

Pruebas de operacion
MAP manual

Estado de conexidn
M3UA

Gestion de tabla de
enrutamiento M3UA

Pruebas y validaciéon de
rutas

Estado de API HLR y
gestidon de suscriptores

Seguimiento de
ubicacion de
suscriptores en tiempo
real (HLR)

Estado de API SMSc y
gestidon de colas

Seguimiento de
suscriptores en tiempo
real (SMSc)



oo Modo Modo Modo L
Pagina Descripcion
STP HLR SMSc

Recursos del sistema y

Aplicacion 0 0 0 ,
monitoreo

Configuracion 0 0 0 Visor de configuracién

Gestion de Enrutamiento

Pagina: /routing
Modos: STP, SMSc
Auto-Actualizacidén: Cada 5 segundos

La pagina de gestién de enrutamiento proporciona una interfaz con pestafas
para gestionar las tablas de enrutamiento M3UA.



Diseno de la Pagina

Tab Navigation

Mnesia DB

Pestana de Peers

Gestione las conexiones de pares M3UA (otros STPs, HLRs, MSCs, SMSCs).

Columnas de la Tabla de Peers



Columna Descripcion Ejemplo

ID Identificador Unico del par 1

Nombre Nombre legible por humanos del par  "STP West"

Rol Rol de conexién client, server, stp
Point Code Cddigo de punto SS7 del par 100

Remoto IP:Puerto remoto 10.0.0.10:2905
Estado Estado de conexién active, aspup, down
Acciones Botones de Editar/Eliminar -

Agregar un Par

1. Haga clic en la pestana Peers

2. Complete los campos del formulario:
o Peer ID: Generado automaticamente si se deja vacio

o Peer Name: Nombre descriptivo (requerido)

o Role: Seleccione client, server o stp

o Point Code: Cddigo de punto SS7 (requerido)

o Local IP: Direccién IP de su sistema

o Local Port: 0 para asignacién de puerto dindmica

o Remote IP: Direccion IP del par

o Remote Port: Puerto del par (tipicamente 2905)

o Routing Context: ID de contexto de enrutamiento M3UA
o Network Indicator: international o national

3. Haga clic en "Add Peer"

Persistencia: El par se guarda inmediatamente en Mnesia y sobrevive al
reinicio.

Editar un Par



1. Haga clic en el botén "Edit" en la fila del par
2. Modifique los campos del formulario seglin sea necesario

3. Haga clic en "Update Peer"

Nota: Si cambia el Peer ID, el par antiguo se elimina y se crea uno nuevo.

Eliminar un Par

1. Haga clic en el botén "Delete" en la fila del par

2. Confirme la eliminacién (todas las rutas que utilizan este par también
seran eliminadas)

Indicadores de Estado del Par

Estado Color Descripcion

active [] Verde El par estd conectado y enrutando mensajes

aspup 0 Amarillo  ASP estd activo pero aun no esta en funcionamiento
down (] Rojo El par estd desconectado

Pestana de Rutas de Cddigo de Punto
Configure reglas de enrutamiento basadas en Cédigos de Punto de destino.

Columnas de la Tabla de Rutas



Columna

Destino
PC

Mascara

Peer ID

Peer
Name

Prioridad

Red

Acciones

Descripcion

Cédigo de punto objetivo (formato
zona.area.id)

Mdscara de subred para
coincidencia de PC

Par objetivo para esta ruta

Nombre del par objetivo

Prioridad de la ruta (1 = mas alta)

Indicador de red

Botones de Editar/Eliminar

Agregar una Ruta de Cdédigo de Punto

1. Haga clic en la pestafna "Point Code Routes"

2. Complete los campos del formulario:

Ejemplo

1.2.3 (100)

/14 (exacto), /8
(rango)

"STP West"

international

o Codigo de Punto de Destino: Ingrese como zona.area.id (por

ejemplo, 1.2.3) o como entero (0-16383)

o Mascara: Seleccione la mascara /14 para coincidencia exacta, valores

mas bajos para rangos

o Peer ID: Seleccione el par objetivo del menu desplegable

o Prioridad: Ingrese la prioridad (1 = mas alta, predeterminado)

o Indicador de Red: Seleccione international o national

3. Haga clic en "Add Route"

Formato de Codigo de Punto: Puede ingresar cddigos de punto en dos

formatos:

e Formato 3-8-3: zona.area.id (por ejemplo, 1.2.3)

e Formato Entero: 0-16383 (por ejemplo, 1100)



El sistema convierte automaticamente entre formatos.

Entendiendo las Mascaras

Los cédigos de punto son valores de 14 bits (0-16383). La mascara especifica
cuantos bits mas significativos deben coincidir:

Mascara PCs Coincidentes Caso de Uso

/14 1 (coincidencia exacta) Ruta a destino especifico

/13 2 PCs Pequeno rango

/8 64 PCs Rango medio

/0 Todos los 16,384 PCs Ruta predeterminada/de respaldo
Ejemplos:

e PC 1000 /14 - Coincide solo con PC 1000
e PC 1000 /8 — Coincide con PC 1000-1063 (64 PCs consecutivos)

e PC 0 /0 — Coincide con todos los codigos de punto (ruta predeterminada)

Tarjeta de Referencia de Mascara de Cdédigo de Punto

La pagina web incluye una referencia interactiva que muestra todos los valores
de mascara y sus rangos.

Pestana de Rutas de Titulo Global

Configure reglas de enrutamiento basadas en direcciones de Titulo Global
SCCP.

Requisito: El enrutamiento de Titulo Global debe estar habilitado en la
configuracién:



config :omniss7,
enable gt routing: true

Columnas de la Tabla de Rutas

Columna

GT Prefix

Source SSN

Peer ID

Peer

Dest SSN

Prioridad

Descripcion

Acciones

Descripcion

Prefijo GT de la parte llamada (vacio =
respaldo)

Coincidencia en SSN de la parte
[lamada (opcional)

Par objetivo

Nombre del par

Reescribir SSN al reenviar (opcional)

Prioridad de la ruta

Descripcién de la ruta

Botones de Editar/Eliminar

Agregar una Ruta de Titulo Global

1. Haga clic en la pestafia "Global Title Routes"

2. Complete los campos del formulario:
o GT Prefix: Deje vacio para ruta de respaldo, o ingrese digitos (por
ejemplo, "1234")

Ejemplo

II1234II , mnun

6 (HLR), any

"HLR West (1)"

6, preserve

"NUmeros de
EE.UU."

o Source SSN: Opcional - filtrar por SSN de la parte llamada

o Peer ID: Seleccione el par objetivo

o Dest SSN: Opcional - reescribir SSN al reenviar

o Prioridad: Prioridad de la ruta (1 = mas alta)



o Descripcion: Descripcién legible por humanos

3. Haga clic en "Add Route"

Rutas de Respaldo: Si el GT Prefix estd vacio, la ruta actlia como un catch-all
para GTs que no coinciden con ninguna otra ruta.

Valores Comunes de SSN

La pagina incluye una tarjeta de referencia con valores comunes de SSN:

SSN Elemento de Red

6 HLR (Registro de Ubicaciéon de Hogar)

7 VLR (Registro de Ubicacion de Visitantes)
8 MSC (Centro de Conmutacién Movil)

9 EIR (Registro de Identidad de Equipos)

10 AUC (Centro de Autenticacién)

142 RANAP

145 gsmSCF (Funciéon de Control de Servicio)

146 SGSN

Reescritura de SSN

e Source SSN: Coincidencia en el SSN de la Parte Llamante en los mensajes
entrantes

e Dest SSN: Si se establece, reescribe el SSN de la Parte Llamante al
reenviar
o Vacio = preservar el SSN original

o Valor = reemplazar con este SSN



Caso de Uso: Enrutar mensajes con SSN=6 (HLR) a un par, y reescribir a
SSN=7 (VLR) en el lado saliente.

Persistencia de la Tabla de Enrutamiento

Todas las rutas se almacenan en Mnesia y sobreviven a los reinicios de
la aplicacion.

Como Persisten las Rutas

1. Cambios en la Interfaz Web: Todas |las operaciones de
agregar/editar/eliminar se guardan inmediatamente en Mnesia

2. Reinicio de la Aplicacion: Las rutas se cargan desde Mnesia al iniciar

3. Fusion de runtime.exs: Las rutas estaticas de config/runtime.exs se
fusionan con las rutas de Mnesia (sin duplicados)

Prioridad de Ruta

Cuando multiples rutas coinciden con un destino:

1. Mas Especifico Primero: Los valores de mascara mas altos (mas
especificos) tienen prioridad

2. Campo de Prioridad: Los numeros de prioridad mas bajos enrutaran
primero (1 = mayor prioridad)

3. Estado del Par: Solo se utilizan rutas a pares active

Suscriptores Activos

Pagina: /subscribers
Modo: Solo HLR
Auto-Actualizacidén: Cada 2 segundos

Muestra el seguimiento en tiempo real de los suscriptores que han enviado
solicitudes de UpdatelLocation.



Caracteristicas de la Pagina

Pagina de Enrutamiento

‘ Peers Tab

‘ Point Code Routes Tab

Global Title Routes Tab |

Almacenamiento de

Datos

Columnas de la Tabla de Suscriptores

Columna

IMSI

Numero VLR

Numero MSC

Actualizado
En

Duracion

Descripcion

IMSI del suscriptor

Direccion GT VLR actual

Direcciéon GT MSC actual

Marca de tiempo de la Ultima
UpdatelLocation

Tiempo desde el registro

Ejemplo

"50557123456789"

"555123155"

"555123155"

"2025-10-25 14:23:45
uTc"

"2h 15m 34s"



Resumen de Estadisticas
Cuando hay suscriptores presentes, se muestra una tarjeta de resumen:

» Total Activo: Numero total de suscriptores registrados

e VLRs Unicos: Nimero de direcciones VLR distintas

« MSCs Unicos: Niumero de direcciones MSC distintas
Limpiar Suscriptores

Botén Limpiar Todo: Elimina todos los suscriptores activos del rastreador.

Confirmacion: Requiere confirmacion antes de limpiar (no se puede
deshacer).

Caso de Uso: Limpiar registros de suscriptores obsoletos después del
mantenimiento de la red o pruebas.

Auto-Actualizacidon

La pagina se actualiza automaticamente cada 2 segundos para mostrar
actualizaciones en tiempo real de los suscriptores.

Suscriptores SMSc

Pagina: /smsc_subscribers
Modo: Solo SMSc
Auto-Actualizacion: Cada 2 segundos

Muestra el seguimiento en tiempo real de los suscriptores basado en mensajes
alertServiceCenter recibidos de HLRs, estado de entrega de mensajes y
seguimiento de fallos.



Caracteristicas de la Pagina

alertServiceCenter (MSISDN)

Add subscriber (active)
Auto-refresh (2s)

Display subscriber

SRI-for-SM
Absent Subscriber
Mark failed
Auto-refresh (2s)

Update status badge




Columnas de la Tabla de Suscriptores

Columna Descripcion Ejemplo

NUmero de teléfono del
MSISDN ] "15551234567"
suscriptor

IMSI IMSI del suscriptor "001010123456789"

HLR GT que envié
HLR GT ] "15551111111"
alertServiceCenter

Conteo de mensajes MT-FSM

Msgs Enviados _
enviados

Msgs Recibidos Conteo de mensajes MO- ,
ibi
J FSM recibidos

Active 0 Failed -
Estado . ® Active
(codificado por color)

Ultima Marca de tiempo de la "2025-10-30 14:23:45
Actualizacion ultima actualizaciéon uTC"

Tiempo desde la ultima

) o "15m 34s"
actualizacion

Duracion

Indicadores de Estado

» @ Active (Verde): El suscriptor es alcanzable, ultima alertServiceCenter
recibida con éxito

* O Failed (Rojo): El ultimo intento de entrega fallé (error SRI-for-SM o
suscriptor ausente)



Resumen de Estadisticas
Cuando hay suscriptores presentes, se muestra una tarjeta de resumen:

» Total Rastreado: Numero total de suscriptores rastreados
» Activos: Niumero de suscriptores con estado activo
e Fallidos: NUmero de suscriptores con estado fallido

e HLRs Unicos: Nimero de HLRs distintos que envian alertas

Gestion de Suscriptores
Boton Eliminar: Elimina a un suscriptor individual del seguimiento.
Boton Limpiar Todo: Elimina todos los suscriptores rastreados.

Confirmacion: Limpiar Todo requiere confirmacién antes de limpiar (no se
puede deshacer).

Caso de Uso:

e Eliminar entradas obsoletas después de problemas en la red
e Limpiar datos de prueba después del desarrollo

* Monitorear qué HLRs estan enviando alertas

Contadores de Mensajes
El rastreador incrementa automaticamente los contadores:

* Mensajes Enviados: Incrementado cuando SRI-for-SM tiene éxito y se
envia MT-FSM

e Mensajes Recibidos: Incrementado cuando se recibe MO-FSM del
suscriptor

Auto-Actualizacion

La pagina se actualiza automaticamente cada 2 segundos para mostrar
actualizaciones en tiempo real de suscriptores y estados.



Operaciones Comunes

Busqueda y Filtrado

Actualmente, la Interfaz Web no incluye funcionalidad de busqueda/filtrado
integrada. Para encontrar rutas especificas:

1. Use la funcién de busqueda de su navegador (Ctrl+F / Cmd+F)

2. Busque nombres de pares, cédigos de punto o prefijos GT

Operaciones Masivas
Para realizar cambios masivos en rutas:

1. Opcidn 1: Use la para acceso programatico
2. Opcidn 2: Edite config/runtime.exs y reinicie la aplicacién
3. Opcion 3: Use la Interfaz Web para cambios individuales en rutas

Exportar/Importar

Nota: La Interfaz Web actualmente no admite la exportacién o importacién de
tablas de enrutamiento. Las rutas son:

¢ Almacenadas en archivos de base de datos Mnesia

e Configuradas en config/runtime.exs
Para respaldar rutas:

1. Mnesia: Respaldar el directorio Mnesia.{node name}/

2. Configuracion: Control de versiones de config/runtime.exs



Comportamiento de Auto-
Actualizacion

Diferentes paginas tienen diferentes intervalos de actualizacién:

Lo Intervalo de ;
Pagina ) L, Razon
Actualizacion

Gestion de Los cambios de ruta son
_ 5 segundos ,
Enrutamiento infrecuentes
Suscriptores El estado de los suscriptores
_ 2 segundos . ,
Activos cambia con frecuencia
Varia segun la Monitoreo del estado de

Estado de M3UA L. .
pagina conexion

Conexion WebSocket: Todas las paginas utilizan conexiones WebSocket de
Phoenix LiveView para actualizaciones en tiempo real.

Interrupcion de Red: Si se pierde la conexidon WebSocket, la pagina intentara
reconectarse automaticamente.

Solucion de Problemas

Pagina No Cargando

1. Verifique el Certificado HTTPS: Asegurese de que
priv/cert/omnitouch.crt y .pem estén presentes

2. Verifique el Puerto 443: Compruebe que las reglas del cortafuegos
permitan trafico HTTPS

3. Aplicacion en Ejecucidon: Confirme que la aplicacién esté en ejecucion
con iex -S mix



4. Consola del Navegador: Verifique si hay errores de certificado SSL
(advertencias de certificado autofirmado)

Rutas No Persistentes

1. Verifique el Almacenamiento de Mnesia: Verifique
mnesia storage type: :disc copies en la configuracion

2. Directorio de Mnesia: Asegurese de que el directorio de Mnesia sea
escribible

3. Verifique los Registros: Busque errores de Mnesia en los registros de la
aplicacién

Auto-Actualizacion No Funciona

1. Conexion WebSocket: Verifigue la consola del navegador en busca de
errores de WebSocket

2. Red: Verifique la conexién de red estable

3. Recargar Pagina: Intente actualizar la pagina (F5)

Documentacion Relacionada

. - Configuracion de enrutamiento detallada

. - Gestidn de suscriptores

J - APl REST para acceso programatico

. - Todos los parametros de configuracion
Resumen

La Interfaz Web de OmniSS7 proporciona gestion intuitiva y en tiempo real de
tablas de enrutamiento y seguimiento de suscriptores:

[] Actualizaciones en Tiempo Real - La auto-actualizacién mantiene los
datos actualizados



[0 Almacenamiento Persistente - Mnesia asegura que las rutas sobrevivan a
los reinicios

[] Interfaz Basada en Roles - Las paginas se adaptan al modo operativo
(STP/HLR/SMSc)

[] Gestion Interactiva - Agregar, editar, eliminar rutas sin reinicio

[ Monitoreo de Estado - Estado de conexién y de pares en vivo

Para operaciones avanzadas o automatizacién, consulte la






